CHAPTER7

’/_,_,J_,—f—’ﬂear P Mgramming
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14, INTRODUCTION

Linear pwgmmming (briefly written as LP) came into existence during World War 11
(1939-45) when the British and Ax_'nerican military management called upon a group of scientists
1o study and plan the war activities so that maximum damages could be inflicted on the enemy
camps at minimum cost and loss with the limited resources available with them. Because of
the success in military operations, the subject was found extremely useful for allocation of
scarce TesouTCes for optimal results. Business and industry, agriculture and military sectors
have, however, made the most significant use of the technique. But now it is being extensively
ysed in all functional areas of management, airlines, oil refining, education, pollution control,
transportation planning, health care system etc. The utility of the technique is enhanced by
the availability of highly efficient computer codes. A lot of research work 15 being carried out
all over the world. Kantorovich and Koopmans were awarded the noble prize in the year 1975
in economics for their pioneering work in linear programming. 1n India, it came into existence
in 1949, with the opening of an operations research unit at the Regional Research Laboratory
at Hyderabad.

72. DEFINITIONS AND BASIC CONCEPTS

. The word ‘programming’ means planning and refers to a process of determining @
m«:ular program or strategy or course of action among various alternatives 10 achieve the
desired objective. The word ‘linear’ means that all relationships involved 10 a particular
programme are linear.
i Linear Programming is the technique of opti : ’ :
:inem- r function of several variables subject t0 & aumber of constraints stated in the torm of
inequations/equations.
is Linear Programming Problem. Any problem in
called a linear programming problem (briefly written a3 LPP} . P
m The mathematical model of 3 geneml linear prﬂgmnunmg problem with n variables an
constraints can be stated as
Optimize (maximize or minimize)
Z=eX, Heglpt o +C%,

mizing (L.e. maximizing or minimizing!

which we apply linear prugmmmmg
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subject to
A1)

and ~2)
where o o edth o

(i) the linear function Z which is to be maximized or minimized is ca e objectiv,
function of the LPP.

(§) Xy, Xgy 1ornens X, @re called decision or structural variables.

;ons (1) are called the constraints of LPP. Due to limiteq
ond which we cannot pursue our objective. Any linear
decision variables is called a linear constraint.

nstraint may take any one of the three

(iii) The equations/inequat
resources, there is always a stage bey
equation or inequation in one or more

(iv) The expression (s, =, 2) means that each co!

8 .
i (v) The set of inequations (2) is known as the set of non-negative restrictions of the
general LPP.
(vi) The constant ¢, (j = 1, 2, .....
of the jth variable.
(vid) b, (6= 1,2, ......, m) is the constant representing the requirement or availability of the
ith constraint.
Wi a. =i=1,2 ., mj=1,2 .., n)is referred to as the technological co-efficient.
Now, we give below some definitions and concepts which pertain to general LPP.
Solution. A set of values of the decision variables which satisfy all the constraints of
an LPP is called a solution to that problem.
Feasible Solution. Any solution of an LPP which also satisfies the non-negativity
restrictions of the problem is called a feasible solution to that problem.
Feasible Region. The set of all feasible solutions of an LPP is called its feasible region. |
Optimal (or Optimum) Solution. Any feasible solution which optimizes the objective
function of an LPP is called an optimal (or optimum) solution of the LPP. We have used
th;,- \Toni ‘an’ with optimal solution. The reason being that an LPP may have many optimal
solutions.
The value of the objective function Z at an optimal
solution is called an optimal value.
pptimhntiun Technique. The process of obtaining
an optimal value is called optimization technique.
. Convte_x Region. A region is said to be convex if the
ine segment joining any two arbitrary points of the region
lies entirely within the region. The feasible region ofanrelg.l;l’
is always a polyhedral convex region, i.e., a convex region
whose boundary consists of line segments.

7.3. FORMULATION OF A LINEAR PROGRAMMING PROBLEM

, n) represents the contribution to the objective function

B

Formulation of an LPP as a mathematical model is the firs the portan

- - l i t
step in the solution of the LPP. It is an art in itself and nel:ds suﬁc:.e:::d acﬁmos:lwmm' >}
general, the following steps are involved: e '

G —

pr—— —— W
M s the decision variables and denote them by B i

the objective function and express it as a linear
In its general form, it is represented as:
Maximize or Minimize) Z = c;x, + Cxty .

1 .
2. 1dentify function of the decision

ariables-
e
Optimi=® is obtai
imal value of Z is obtained by the graphical method or si
g:;;i?::‘l method is more suitable when there are two vaﬁa(;;.:;Tplex LT
.#v the set of constraints and express them as linear ions/i st

. :‘::;;:fzrf i enriabilia; equations/inequations in
4 Add the non-negativity restrictions on the decision variables, as in the physical

- oblems, negative values of decigion variables have no valid interpretation.
P xEZD,.....‘,xuaﬁ.

Thus xl - U;

e ILLGSTRATIVE EXANPCEA

Example 1. A dealer wishes to purchase a number of fans and sewing machines. He has
9750 to invest and has space for at most 30 items. A fan costs him ¥ 480 and a sewing
only ¥ 7360. His expectation is that he can sell a fan at a profit of T35 and a sewing machine
machin® tof T24. Assume that he can sell all the items that he buys. Formulate this problem as
ota prof that he can maximize his profit.

P, s0 ) . _
& Lpsol. Let x and y denote the number of fans and sewing machines respectively. (x and y
are the decision variables)

Cost of x fans = T 480x

Cost of y sewing machines = T 360y

— The total cost of x fans and y sewing
Since the dealer has only Z 9750 to invest,
480x + 360y < 9750

Dividing by 30, we have 16x + 12y < 326
Since the dealer has space for at most 30 items

. cnx"

machines = T (480x + 360y)
the total cost cannot exceed T 9750.

o x+y<30 . .
Since the number of fans and the number of sewing machines cs?nnot. be negative
x20, yz20 (non-negativity constraints)

Profit on x fans =T 35x
Profit on y sewing machines = ¥ 24y
= The total profit on x fans and y sewing m
=7 (35x + 24y)
The dealer wishes to maximize his profit :
Z = 36x + 24y (objective function)

- The mathematical formulation of the LPP is

achines

Maximize 7 = 35x + 24y
subject to the constraints 16x + 12y <325
x+y<s30

x20, y20
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urer of patent medicines is preparing a production plan
medicif::: al:ll; ; ;Mn:::fefz:"ﬁc&n{ rf:.lo materials available to make 2000('..? Qo!‘tles of A a:;
40000 bottles of B, but there are only 45000 bottles into which either of the medycmes can be py
Further, it takes 3 hours to prepare enough material to fill 1 000 bottles of A, it tqkzs 1 hour y,
prepare enough material to fill 1000 bottles of B and there are 66 hours available for this
operation. The profit is T8 per bottle for A and T7 per bottle for B. The nzgnufacturer wants g,
schedule his production in order to maximize his profit. Formulate this problem as an Lp
model.
Sol. Let x and y denote the number of bottles of type A and type B medicines respectively,
Total profit (in T) is Z = 8x + Ty
Raw material constraints are
x € 20000, y < 40000

Since only 45000 bottles are available
x +y < 45000
It takes 3 hours to prepare enough material to fill 1000 bottles of type A.

The number of hours required to prepare enough material to fill x bottles of type A

_ 8x
T 1000°
Similarly, the number of hours required to prepare enough material to fill y bottles of

= =)
type B = 1000
Since total number of hours available for this operation is 66

i%+f.%3 <66 or 3x+y=66000
Obviously x20, y20
The LP model of the problem is
Maximize Z=8x+ 1Ty
i subject to the constraints x < 20000
y < 40000
x +y < 45000
3x + y < 66000
x20, y20.

'Example 3. An electronic company produces three types of parts for automatic washing
chﬁmes. It purchases casting of the parts from a local foundry and then finishes the part on
drilling, shaping and polishing machines.

The a-e!l:‘ng'pn‘ces of parts A, B and C respectively are T8, 10 and ¥ 14. All parts made
can be sold. Castings for parts A, B and C respectively cost €5, 6 and & 10. The company
possesses only one of each type of machine. Costs per hour to run each of the three machines ar¢
720 for drilling, 30 for shaping and ¥ 30 for polishing. The capacities (parts per hour) for

each part on each machine are shown in the following table:

Ron“mNG
o —— = s

Caﬂﬂfif) per hour

et PartB | ———|
—— 1 Punc
40 | = E—— =)
20 | 2‘1
l ol 5% 40 '

many parts of each type it should
run. Formulate this problem as an

ment of the shop wants to know how
n order to maximize profit for an hour’s

The ma i
hou
; uce ;iwer g mazximize total profit to the company.

LP Sol. Let %y % and x4 denote respectively the numbers of type A, B and C parts to be
aced Per hour.
P’od Con!id“ one type A pa.rt
selling price =% 8
Cost of casting =I5
Since 25 type A parts per hour can be run on the drilling machine at a cost of 2 20
20
Drilling cost per type Apart =% o = 20.80
: 2 30
Sun]lar[y shaping cost = E =3 1.20
30
Polishing cost =5 =305

Profit per type A part =2[8—-(5+080+1.20+075)=3025

By similar reasoning

20 30 30)|_
Profit per type B part =?{10—[6+E+E+§ﬁll_!lm

2,30 19]11—2095
Profit per type C part =?{14-—(10+§-5-+%+40 _|.- .

+1.00x, + 0.95x,.

Total profit is given by Z = 0.25x,
= th of the available hour, on¢
25

g
i
}

On the drilling machine, one type A part consumes

1 i hour.
—th of the available
‘ype B part consumes —}0 th and one type C part consumes o5 i

The drilling machine constraint is

_—

o P R B
25 40 25 g
Similarly, the shaping machine constraint 18

25 20 20

e PN P B |
“nd the polishing machine constraint is l
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ﬁ + ﬂ + _x..:l— [ :
40 30 40
Also the non-negativity constraint is
Xy, Xgy Xy 2 0
The LP model of the given problem is:

Maximize Z = 0.25x, + 1.00x, + 0.95x,
subject to the ~onstraints % - ng- + ;—; 5 |
X.
L T
I

Xy, X5, X3 2 0.

Example 4. Consider the following problem faced by a production planner in a soft
drink plant. He has two bottling machines A and B. A is designed for 8-ounce bottles and B fo
16-ounce bottles. However, each can also be used for both types of bottles with some loss uf
efficiency. The manufacturing data is as follows:

[ Machine l 8-ounce Bottles 16-ounce Bottles
A 100/ minute 40/ minute
B 60/minute 75/ minute

The machines can be run for 8 hours per day, 5 days per week. Profit on an 8-ounce
bottle is 15 paise and on a 16-ounce bottle 25 paise. Weekly production of the drink cannot
exceed 3,00,000 bottles and the market can absorb 25,000, 8-ounce bottles and 7,000, 16-ounce
bottles per week. The planner wishes to maximize his profit, subject of course, to all the produc.
tion and marketing restrictions. Formulate this problem as an LP model to maximize total
profit.

Sol. Let x, and x, denote the number of 8-ounce and 16-ounce bottles respectively to be
produced weekly.

Total profit (in T) is given by Z = 0.15x, + 0.25x,
Machine time constraints

Total available time in a week on machine A = 8 x 5 x 60 minutes = 2400 minutes
Time for 100, 8-ounce bottles is 1 minute

Time for x, 8-ounce bottles is —— minutes

x) |
100 |

Similarly, time for x, 16-ounce bottles is :—; |
= Machine time constraint on machine A is

L+ 22 <2400
100 " 30

Similarly, machine time constraint on machine B is

Pﬂoemwmﬁ
m;"amt Since weem

prod %, + %3 < 3,00,000 Annot exceed 3,00 09
ting constraints. The market cap absorb

Marke

25,
16-0unce bottles 000, Bounce bottieq and

x, £25,000 and x, < 7,000,
constraints. The number of bottles cq
x,20, 2,20
he given problem is:
B Z = 0.15x, + 0.25x,

1,000

nnot be negative

ze .
. ¢ constraints
et 101 L 22 29400
100 40
Lo B
80 ' 75
x, + x, < 3,00,000
x, € 25000, x, <7000
x, 20, x,20.

Example 5. A firm making castings uses electric furnace to melt iron with the following

specifications:

<

Minimum Maximum 1]
Carbon 3.20% 3.40% |
Silicon 2.25% 2.35%

Specifications and costs of various raw materials used for this purpose are given below:

Material Carbon % Silicon % |l Cost (D

0.15 850 /tonne
Steel sc 0.4 |
Cast ;ror:p scrap 3.80 240 900/ tonne
Remelt from foundry 3.50 2.30 | 500/ tonne I

is 4 tonnes, find the weight in kg of each raw

If the total charge of iron metal required te this problem as an

material that must be used in the optimal mix at minimum cost. Formula
LP model. : G
Sol. Let x,, x,, x, be the weights (in kg) of the raw mdlmd.;;\-en_
Steel scrap, cast iron scrap and remelt from foundry respectivel
Cost of 1 tonne i.e., 1000 kg steel scrap is 7850
850 , -z085x

al ——

= cost of x, kg steel scrap
i : _g 200, =209y,
Similarly, cost of x, kg of cast iron scrap =% 1000
500, _z05x,
and = 3
cost of x, kg of remelt from foundry 1000

M



Total cost of raw material is given by
7 = 0.85x, + 0.9x, + 0.5%

and the objective is to minimize it.
Total iron metal required is 4 tonnes i.e., 4000 kg
=3 X HX Xy = 4000
The iron melt is to have a minimum of 3.2% earbon
= 0.4x, + 3.8z, + 3.5xy > 3.2 x 4000 Le. 12800
The iron melt is to have a maximum of 3.4% carbon
= 0.4x, + 3.8x, + 3.5x5 = 3.4 x 4000 e,
The iron melt is to have a minimum of 2.25% silicon
= 0.15x, + 2.4x, + 2.3x,2 2.95 x 4000 tLe, 9000
The iron melt is to have a maximum of 2.35% silicon
= 0.15x, + 2.4x, + 2.3x, < 2.35 x 4000 ie., 9400
Since the amounts of raw material cannot be negative
x,20, x,20, 2,20
Hence the LP model of the given problem is:
Minimize Z = 0.85x, + 0.9x, + 0.5x,4
subject to the constraints
X, + Xyt Xy = 4000
0.4x, + 3.8x, + 3.5x, > 12800
0.4x, + 3.8z, + 3.5x, < 13600
0.15x, + 2.4x, + 2.3x, 2 9000
\ 0.15x, + 2.4x, + 2.3x, < 9400
(‘ ‘ Xy, Xgy X3 2 0.
Example 6. There is a factory loca
locations, a certain commodity is delivered
The weekly requirements of the depots are, respectively,
the production capacity of the factories at P and @ are,
transportation per unit is given below:

13600

to each of the three depots situated at A, B and C.
5, 5 and 4 units of the commodity while
respectively, 8 and 6 units. The cost of

To Cost (T/unit)
From A B c
P 16 10 15

'mns;:r::; zl::_‘l:: :::tf:hm_dcf be rrgnspm‘ted from each factory to each depot in order that the
s it minimum? Formulate the above linear programming problem
depotsszl;nl.:t ; ll::its m‘]df units of the commodity be transported from the factory P to the

v therefompecistwe y. Since the factory P has the capacity of producing 8 units ©
comm ) , (8 = x ~ y) units will be transported from the factory P to the depot C.

ted at each of the two places P and Q. From these

FW"“"NG
M ug
Factory

x>0, y=z0 and 8—x-yz0 ie, x+y<8

Clearly
is 5 units of the commodity and x units are

Now, the weekly requirement of the depot A
already transported from the factory P, therefore, the remaining (5 — x) units are to be trans-
l‘rnmthefactoryQ. Similarly(5—y)andG—(s—x+5—y]=x+y—4unitsarewbe
transported from the factory Q to the depots B and C respectively.
Clearly 6-x>0, 5-y20 and x+y-420
<5, y<b and x+y24.

Le.,
The total transportation cost is given by

Z, = 1&;+10y+15(8—x—y3+10(5—xl+12{5—_\'H-l[}(x +y-4)

or Zl=x—7y+190.
The objective is to minimize 7 = x — Ty since 190 is a constant and does not affect the
optimal solution.
Hence the above LPP can be stated mathematically as follows:
Minimize Z=x-Ty
subject to the constraints x+y[<8
x<b
ys 5
x+¥2Z 4
xz0, y20.

ap————— B B e § |
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A TEXTBOCK OF ENGINEERING MATHEMAT)0q lyﬁ‘ﬁ sufactures headache Rills in two ;MMN
250 E— : A ﬁ:?;,sm:f picarbonate anc} lngﬂ_lm 0; t{odfe'm& Size B cﬂn.t.t;.i:: ';‘::nlair:; 2 grains of asprin
— e i 8 grains © eine. It is found by use Ry y

— EXERCISE 7.1 — — O onate

; rs that . 8sprin, 8 graing
ains of bicarbonate and 24 grains of codej i1 requires .

7 : at least 12 grq:
) ] . R ®ine for providin ; grains of
. of models M, and My. Each M, model requires 4 hours of gring; gp!"_:_é to determine the leatsl: nuntl_he:‘ of pills a patient shoyld takusu:“;::e:i'ﬂz effm. Itis
1. A company I-““"““"‘E."l':?‘r o ”;,a:mg_g each M, model requires 2 hours of grinding and 5 hourg o req¥ late the above LPP mathema u:a‘ y- Mmediate relief,
and 2 hours of polisht T ers and 3 polishers. Each grinder works v 401 Borwan & gy e r of an oil refinery must decide on the optimal mix of two possible blend
polishing. The company k. Profit on an M, model is 73 and on an M, mode] The manaBer. i< and outputs per production run are as follows: 1ble blending processes
and each polisher works for 60 hours a wee uld the company all ¢ 8 nich the inP ows:
ratver is produced in & week is sold in the market, How sho AR of W —
rrtdm:ﬁ‘:;r::éf to the two types of models 30 that it may make the maximum profit ip 5 o Inputs (units) l Osbouts Gag.
P ane unilsy
week? Formulate the problem as an LPP. . itami rude 1 Crude e e ]
2. A housewife wishes to mix two types of fuod.u X and Y in su!:‘l: :f wv?tj;;:li:téh; ;;a;lzr;:;nzta&ts of C rude 2 l Petrol fsupemi }_'-"tt.rn! (ordinary) |
the mixture contain at least 8 units of vitamin Aand 11 uni £ vitamin Aand 5 units per 10 8 [ 10 T 1
ks and food Y costs € 80 per kg. Food X contains 3 units per kg o' #TE amtohd 12 15 12 |
vitamin B while food ¥ contains 4 units per kg of vitamin A and 2 units per kg of vitamin B | e 12
Formulate the sbove problesh &2 55 Lr]]:dm ﬁiriz&;‘emﬁeﬁftﬁ-ﬂ ::: ::ptibf:e:f i‘:?ﬁl The &vailnhility of the two varieties of crude is limited to the extent of 400 units and 450 units
i insta in his fac . 1 n| indi : ;
%2 mmu&? ol }:as: ?2%: :h:rseas l-:mchI ine 111 must be operated at least 5 hours a day, 1-]5 mgpecﬁveh’ per ﬂ!ﬂ!f" The m.arkﬂ de:in_and m'!:::iws thft at least 200 g _a“d 240 units of the
s o:latt:lo items A and B each requiring the use of the three machines. The number of superior and ordinery quallty psce = requ;ﬂ every day. The profitability analysis indicate
g u'rid for producing 1 unit each of the items on the three machines is given in the that process #i el A il e B Cﬂntnhulfeu ¥ 400 per run. The
hours requi : or pr ager i8 interested in determining an optimal product-mix for maximizing the company’s
following table: m:au_ Formulate the problem as an LP model.
Item Number of hours required by the machine i P tape recorder company manufactures models A, B and C which have profit contributions per
1 i unit of T 15,3 40 and ¥ 60 respectively. The weekly minimum production requirements are 25
! L unpits, 130 units and 55 units for models A, B and C respectively. Each type of recorder requires
- A 1 2 1 5 uri:ain amount of time for the manufacturing of component parts, for assembling and for pack-
\ 5 ing. Specifically, a dozen units of model A require 4 hours for manufacturing, 3 hours for assem-
i B 2 1 FY blmg and 1 hour for packing. The corresponding figures for a dozen units of model B are 2.5, 4
4 and 2 and for a dozen units of model C are 6, 9 and 4. During l.hg forthcoming week, the company
He makes a profit of ¢ 6 on item A and ¥ 4 on item B. Assuming that hecan sell all he produces, has available 130 hours of manufacturing, 170 hours of ?#e:l:)oltl:lg :no;l_l ::30 h::;eri _2; [;};k\l{-ng time.
w of each item should he produce so as to maximize his profit. Formulate this LPP Formulate this problem as an LPP model 50 as to maximiz p Y.
how many of each ite d he pr P . s hi in di I t called Hi-Pro. The
/ mathematically. 10. ABC Foods Company is developing a low-calorie hlgh-poﬂeinof let -’&I:PPI Zl:l?ﬂn; s
4. An seroplane can carry a maximum of 200 passengers. A profit of T 400 is made on each first specifications for Hi-Pro have been established by a panel of mecis by -

class ticket and a profit of ¥ 300 is made on each economy class ticket. The airline reserves at
least 20 seats for first class. However, at least 4 times as many passengers prefer to travel by
economy class than by the first class. How many tickets of each class must be sold in order to

tions along with the calorie, protein and vitamin content of three basic foods, are given in the
following table:

i
maximize profit for the airline? Formulate the problem as an LP model.  (M.D.U. Dec. 2005) Nutritional Units of Nutri?ionni EI{W;‘;:d } B“:;‘l";"‘a’d’ '1
5. Sudha wants to invest ¥ 12000 in Saving Certificates and in National Saving Bonds. According % Elements (Per 100 gm Serving of Basic s Specifications |
rule_n. she has to invest at least T 1000 in Saving Certificates and at least ¥ 2000 in National el
Saving Bonds. If the rate of interest on Saving Certificates is 8% p.a. and the rate of interest o ___'1—_____:2— 3 e
the National Saving Bonds is 10% p.a., how should she invest her money to earn maximum ~——Tomn. 300 |
yearly income. Formulate the problem as an LP model. Calories 350 250 e 200 |
6. A firm manufactures 3 products A, B and C. The profits are 23, ¥2 and 4 respectively. The firm Protei 300 i 3
A . s y. The oteins 250 |
has two machines M, and M, and below is th i G e i oot ch R 75 100 '
com s orns grver s sy M, is the required processing time in minutes for ea Vitamin A 100 1?0 e 100
Vitamin C 75 125 ot
I Machine Cost : 50 200 S )|
Product L_‘per serving () s - ‘l te this problem as an LP model
2 B & What quantities of foods 1, 2 and 3 should be used ? Formi
M, 4 3 P i Minimize cost of serving. . which are then machined. bﬂ:‘f_
M, 2 2 * A firm manufactures two items A and B. It purchases B h and are sold at ?6and S !
Machines M, and M, h 2 and polished. Castings for items A and B cost € 3 ng:11 €8 17,50 per hour respectively
es M, and M, have 2000 and 2500 machine-mj . Tespectively. : achines are T 20,
facture 100 A’s, 200 Bs and 50 C's but not more th:n m:nsgtes respectively. The firm must mant y. Running costs of these m

A’s. Set up an LPP to maximize profit

\

—— R N B N e § §

i,
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352
Formulate the problem so that the product mix maximizes the profit. The capacities of the
'ormy
i Item-A Item-B
Machining 25 per hr. 40 per z
Boring 28 per hr. 36 per .
Polishing 35 per hr 2_5 pe:oh; " e b : Das. S
12. A brick manufacturer has two depots, A and B, with stocks o 30000 20000 ricks ot

tively, He receives orders from three building’s P, Q and R for 15000, 20000 and 1500¢

respectively. The cost of transporting 1000 i
below:
To Transportation cost per 1000 bricks (in 2
From P Q R
A 40 20 20
B 20 60 40

How should the manufacturer fulfil the orders so as to keep the cost of transportation ig;,
mum ? Formulate the above LPP mathematically.

Answers

1. Maximize Z = 3x + 4y
subject to the constraints 2r +y < 40

2x + 5y < 180
xz20, y20.
2. Minimize Z = 60x + 80y
= subject to the constraints 3x + 4y >8
Sx+ 2211
o x20, y20.

8, Maximize Z=6x + 4y
subject to the constraints x + 2y < 12

2x+y<12
4x + 5y 2 20
x20, y20.
4. Maximize Z =400x + 300y
| subject to the constraints  x + y < 200
x220, y24x
x20, y20.
5. Maximize h%n%y
subject to the constraints x +y< 12000
x 21000, y= 2000
x20, y20.

6. Maximize?.:agl+2xr+4x3
subject to the constraints
4x, 4 3r, + 5x, <2000
2x, + 2%, + 4x, < 2500
100<x, <150
%32 200, x, 2 50,

L W e,
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bricks to the builders from the depots (in ?) m.’hdu

P -

pgoeﬂ”“"""c'
I'."H P & o

A s the constraints
T qubject 0

—

2c+y212
Sx+8y>74
x+6y>24
x20,y20.
. -”z=430x+4003'
B sbject to the constraints 10x + 12y <400
. 6x + 15y < 450
10x + 12y > 200
16x + 12y = 240
x20, y=0.
7 = 15x, + 40x, + 60x,
subject o the constraints x,225
x, 2130
xy 256
4x, + 2.6x, + 6x, < 1560
3‘.|:l+4;|'1|~91a < 2040
x, + 2x, + 4x, <624,
Minimize Z = 1.5x, + 2x, + 1.2x,
subject to the constraints
350x, + 250x, + 200x, =300
250x, + 300x, + 150z, = 200
100x, + 150z, + 75x, 2 100
T5x, + 125x, + 150x, > 100
x,,xz,.\:seo,
11, Maximize Z = 1.2 x + 1.4y
subject to the constraints
40x + 256y < 1000
35x + 28y <980
25x + 35y < 875
x,y20.
Minimizez-mx_zgy
subject to the constraints

12

x+y215
x<156
y<20
x+y<30
x20,y20
where 1 unit of bricks = 1000 bricks
Total cost of transportationis ~ Z, = Z + 1500,

7
=4 GRAPH OF A LINEAR INEQUALITY

: The
‘Nequalitie

del of an LPP are in the form of linear

Constraj i i 0 -
ints in the mathematical m ing two variables.

8. Let us see how to graph linear inequalities involv

- wu e vy preeey, gy B0 B P

S
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: ; lity in two variables x and y is of the form ﬂx+by<corax+5’ jog s = U ¥ =T LS 1ch is not trye, w4
A linear inequa lb v }u: where at least one ofa and b is non-zero. 'I‘he. graphof g line, Graph of mequatgon (1) does not contain origin ‘
o e o two variables x and.y is the set of ll ordered pairs (z,y) for which the inequaljyl. ", represents the region away from the origin,
:::I‘g:a'll';i 1follmasring three steps are involved in graphing a lmli'ml’ll'neq:;l:iyht]jn - it ¥ 3_ The ini.;qua_tm{l ;1) riﬂf:sslgnts the half-plane 1o | ik

L. Graph the corresponding linear equation ax + by =c W e 8 SR TP ne Find g | = = ¢ipis line, including this line. | ‘
two distinct points on the line and draw a straight line thf{'uﬂh t ‘i‘:‘n D l'[hee:ll‘lce' Chl “The equation wmspondmg_ to inequation (2) is N
one point on x-axis by putting y = 0 and the other on y-axis by putting x = 0. e divig,, This is 2 line parallel to x-axis and at a distance 2 A

-y e into two half planes. ) ) i =3 o 14—L_1‘ S —
the x }2?E?:decid€ Y uf‘:he two half-planes satisfies u?e‘hn:;;::n:?iuflt:lzltcl:.eoi“? Sotal u abo:&:i;x =0andy = 0in (2), 022 which is not true. 16}77‘5_*3_&? : %
gite:: \:rl;le(-:;::: l"lzg:.::f':(i!:et::?:le?:a‘]’;f SR “ * chm.,e_. {’_uc,raph of inw.;uati;n (2) does nott;:lonll;ain the origin,

3, If the coordinates of P satisfy the inequality, then every le.nt in tlu? half pl‘ane cop, - The inequation (2} rf_spre:senl:s e alf—plﬁne above ?h:s‘ line, including this line
taining P satisfies the inequality. If the cnor:dinabes of P donot sa_atlsfy t}hﬁ mnequality, th,, Hence the common regmrr:;s L ;'shadedlregwn_ Any point in this shaded region repre-
every point in the other half plane (not containing P) slatlsﬁes. the inequa ity. _ 0 ol tion of the given sys? m of inequations.

Remark. x = 0 is the equation of y-axis. x = @, a > 0 is a straight line parallel to y-axis and 4, Example 3. Solve graphically x + 3y <12, 3x + y <12, 220,y >0,
distance ‘a’ to its right. x > a is the half plane to the right of the line x = @ and x < a is the half plane,, Sty T e T

: | Sol. The g ¥
the left of the line x = a. A— "

= —a, a > 0 is a straight line parallel to y-axis and at a distance ‘a’ to its ]gﬁ. X >~ ais the hy
plane r.:lhe right of the line x = — a and x < — a is the half plane to the left of the line x = —q. 3x+y=12 A 2)

~. The inequation (1) represents the half
plane on the origin side of this line, including the
line,

The equation corresponding to inequation
2)is3x +y =12

Puttingx =0,y=12

Puttingy =0,3x =12 or x=4 )

Graph of 3x + y = 12 is the straight line through the poin
Putting x = 0 and y = 0 in (2), 0 < 12 which is also true.

. The graph of line {2} passes through the
points A(4, 0) and B(0, 3). The line through these
two points in the graph of equation (2). This line
divides the plane into two half-planes,

Putting x = 0 and y = 0 in (1), we get 0 < 12
which is true. Therefore the origin 0(0, 0) lies in the
feasible region. Hence, the shaded region below the
line AB and the points on the line AB (as shown in
the adjoining figure) constitute the graph of the
inequality (1).

S e e e L T L L DL R £20.20
E ' -AX1 tively. ¥y > a 1s the - < . = = .
ils$:fafr :II::: I:’I:v?e t.lli}: Iit;‘: ; :tféie::ﬁ]t:r rer:afl:s applytoy>-aandy < -a. i, m;yequfzt:on corresponding to inequation \T
(isx+ 9y = o
ILLUSTRATIVE EXAMPLES = Puttingx = 0,3y =12 or y=4 s
~!- Puttingy = 0, x = 12
3 Example 1. Graph the linear inequality: . . Graph ofx + 3y = 12 is the straight line L
’ Jx+4y<i2, through the points (0, 4) and (12, 0).
Sol. The given inequation is 3x + 4y < 12 w1 Puttingx =0 and y =0in(1); 0<12
Replacing < by =, the corresponding equation is 3x + 4y = 12 ..l1l  which is true.
Puttingy =0in(2), 3x=12 or x=4 Graph of inequation (1) contains the
‘ Putting x = 0in (2), 4y=12 or y=13 origin.
]
]

ts (0, 12) and (4, 0.

Example 2. Solve graphically the following system of linear inequations: Graph of inequation (2) also contamsl;hia‘:‘r;li:me origin side of this line. includ-
x24,y22 ing th The inequation (2) represents the half-p
i i i ible region is in first quadrant only.
P A2, yz2 "'m I‘neq';':t‘wn b ::' : G.b:: = i i {ii:a?nt:rsef:iun of all feasible mgioni:,::sﬁ; i:);‘uut?:;-
The equation corresponding to inequation (1) s x = T -a¥ .~ The common feasible region (i.e., INWISEEET. ° C 0oy orion repres
and at a distance 4 units t(l:u:he rigg]u Opg-axis. (Vis x = 4. This is a line parallel to y ::‘:i;s ghown as shaded in th.e- figure. Every point in this
‘ glven system of linear inequations.
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Example 4. Solve graphically: x +y 23, 7x + Gys42, x5 6, ys4x2 0,y aq_

Sol. The graph of x + y = 3 ia the line AB through the pointa 8, 0) and (0, 8). Since (g, 0
does not satisfy x + y 2 3, the region represented by this inequation is the half-plane above the
line AB, including this line.

. The graph of 7x + 6y = 42 is the line CD through the points (6, 0) and (0, 7) (By putting
x=ﬂmdyaﬂmpa:ﬁvalyin?x+ﬁy-42).Since(ﬂ.O)oatisﬁes?x+6y$42,tham‘ion
represented by this inequation is the half-plane on the origin side of line CD, including this
line.

£ < B represents the half-plane on the left of the line x = B, including this line.

y S 4 represents the half-plane below the line y = 4, including this line, g

r20andy20 = Feasible region isin first quadrant only.

The common feasible region ( i.e., intersection of all feasible regions) is shown shaded in
the figure. Every point in this shaded region represents a solution of the given system of linear

inequations.

" Example 5. Solve graphically the inequations 3x + 2y $24,x +2yS16,x +y S 10,220,

y20.

Sol. The given system of inequations is

Sx+2ys24 (1
x+2516 (2
x+ys10 w8
and x20,y20 (4

The equation corresponding to inequation (1) is 3x + 2y = 24,
Puttingx=0,2y=24 or y=12
Puttingy =0,3xr=24 or x=38.

Graph of 8x + 2y = 24 is the straight line through the points (0, 12) and (8, 0).
Putting x =0 and y = 0 in (1), 0 S 24 which is true.

Graph of inequation (1) contains the origin,

- thi'iin:he inequation (1) represents the half-plane on the origin side of this line, includ

By -

The equation corresponding to inequation (2) is

x+2y=16
Putting x=0,2y=16 or y=8
Putting y=0,x=16

Graph of x + 2y = 16 is the straight line through the points (0, 8) and (16, 0).
Puttingx=0andy = 0 in (2), 0 < 16 which is true.
Graph of inequation (2) also contains the origin.
. The inequation (2) represents the half plane on the origin side of this line, including
the line.

The equation corresponding to inequation (3) is
x+y=10

Putting x=0,y=10

Putting y=0,x=10

Graph of x + y = 10 is the straight line through the points (0, 10) and (10, 0).
Putting x = 0 and y = 0 in (3), 0 < 10 which is also true.
Graph of inequation (3) also contains the origin.
. The inequation (3) represents the half-plane on
g the line, "
Inequation (4) isx20,y20 = Feasible region is in first .qundm.lt 0 : i‘-] —
*. The common feasible region (i.e., intersection of all feasible ﬁm:“nu o solution
ufnnt is shown as shaded in the figure. Every point i this shaded region rep
the given system of linear inequations.

the origin side of this line, includ-

r
o
V
[
[
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' — EXERCISE 7.2 — — = -
ﬁ\\ . ‘ ‘ 2 m |

ations and shade the feasible region:

Graph the following systems of (neqis
le.rsdl.ye1.y53tnrl$xs4.ls,v£3l.
0sy<3, yix,2t+y$9.
3x+2y518.x+2y510.x20,y20.
x+,v59._v2x.r31_

Rx + 4y <60, x + 3y <30,x20,y20
_\'E|1‘2r*5_v540.120.y20.

PPRhLN-

r4ys24.x+
Answers
1. YT 2, Y4
y=3
] 5
A11,0)
x=1 x=4
¥ 7.5. THE GRAPHICAL METHOD OF SOLVING AN LPP
y=1
— e ‘
o J» X For linear programming problems having only two variables, the set of all feasibl
: . . E lu-
ions can be displayed graphically by determining the feasible region. The piita ing within

gion satisfy all the constraints. The graphical approach gives an insight into the

the feasible re
basic concepts and provides valuable understanding for solving LP problems involving more
than two variables algebraically. Problems involving more than two variables cannot be solved

pn graphically.
e | There are two techniques of solving an LPP by graphical method
(i) Corner point method.
ke (ii) Iso-profit or Iso-cost method.
e We shall discuss only the first technique.

g5 CORNER POINT METHOD

This method is based on a theorem called extreme point theorem.
/ O¢ (1.0) ‘ 9.0) 5 o Extreme Point Theorem. The optimal solution to a linear programming problem, if it
sts, occurs at an extreme point (corner) of the feasible region.
_ The collection of all feasible solutions to an LPP constitutes a convex se
points correspond to the basic feasible solutions.

Working procedure to solve an LPP graphically:

1. Formulate the given problem as an LPP.
2. Plot the constraints and shade the common region that satisfies all the constraints

simultaneously. The shaded area is called the feasible region.
r of the feasible region. ‘

3. Determine the coordinates of each corne

4. Find the value of the objective function Z = ax + by at each corner point.
Let M and m denote respectively the largest and the smallest values of Z at the
corner points.

'f
|

t whose extreme
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5. When the feasible region is bounded, M and m are the maximum and the minimyy,

values of Z. s .

8. When the feasible region is unbounded, we have: . ‘
(a) M is the maximum value of Z, if the open half pla_me debqrmmedhby z >Mie, o
+by > M has no peint in common with the feasible region. Otherwise Z has p,

maximum value. . :
(b) m is the minimum value of Z, if the open half plane dete_nmned by Z <mie, q
+by < m has no point in common with the feasible region. Otherwise Z has p,

minimum value.

ILLUSTRATIVE EXAMPLES ——
Example 1. Solve the foliowing linear programming problem graphically:
Maximize Z=2x+3y
subject to the constraints
x+2y<10 y
2x+ys 14 4
x,y20

Sol. Mathematical formulation of LPP
is already given. The non-negativity constraints
x20,y 2 0 imply that the feasible region is in
first quadrant only. Plot each constraint by first
treating it as a linear equation and then using
the inequality condition of each constraint,
mark the feasible region as shown in the figure.
The feasible region is shown by the shaded area
OABC in the figure.

N Since the optimal value of the objective
. function occurs at one of the corners of the fea-
/  sible region, we determine their coordinates.
4 Clearly 0=(0,0), A=(7,0),
B=(6,2), C=(0,5)
Now we find the value of the objective
function Z = 2x + 3y at each corner point.

L Corner Point Coordinates Value of Objective Function
(x, ¥) Z=2x¢4+3y
0 0, 0) 0+0 =0
A (7,0) 2(7) + 8(0) =14
B (6,2 26) +3(2) =
C (0, 6) 2(0) + 3(6) =15

The maximum value of Z is 18

T at B(6, 2). Hence the optimal solution to the given LP

. x=6, y=2 and Max.Z =18
n.nu-kThewordmatuomeobtljnedbymlﬁngx+2y-10md2:+y-14.

3 Z =20x, + 10z,
Mm rgints %1 + 2%, S 40
.HD‘M 3x, +x,230
4x, + 3x,2 60

X, %, 20

atical formulation of

gol- M'ﬂ;;zn. The non-negativity

4 > 0 imply that the feasi-

n,.u'ﬂi“t’i:‘;n rst quadrant only, Plot
jon

e 1800t by first treating it as a lin- 40

. then using the inequal-

::h S 0 oh constraint, mark the

ity oot as shown in the figure. The

.'blawsion is shown by the shaded area
feadi> figure.

48D ,,;nze the optimal value of the

5 jon occurs at one of the cor-

:';i o.ft_hg feasible region, we determine

coordinates.
= Clearly A =(16,0), B = (40, 0)
C=(5,18), D=(6,12)
Now we find the value of the objec-
tve function Z = 20x, + 10x, at each cor-

per point.

(MD.U. Dec. 2008)

dx, 1-3!,:'0

Comar Point | Coordinates Value of Objective Function
l_ (x;, x5 Z=20z #105, |
A (15, 0) 20(16) + 10(0) = 300 |
B (40, 0) 20(40) + 10(0) = 800 |
c (6, 18) 20(5) + 10(18) = 280 |
D (6, 12) 20(6) + 1012) = 240

The minimum value of Z is 24
problem is

x, =8, %= 12 and Min:Z-=24U-
Example 8. A manufacturer has 3 machines insta
%% capable of being operated for at the most 12 ho
§ hours a day. He produces only two items, each req .
The number of hours required for producing 1 unitof e
tiee machines are given in the following table:

Number of hours required

Items l

0 at D(6, 12). Hence the optimal sol

urs, whereas m

ution to the given LP

in hi Machimslundll
lled in his factory.

; t be operated of
achine III must D¢ e

‘s he th
quiring the use of t o 3 B on the

h of the items A

on the machines

ot u
m fullowsing LP priblem by ghe g e W1

L

w
d
L
-
i
|

———— — —
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Now we ﬁnd the value of the (’bjecti\'e

F
: 382 :
i —_— function Z=

; ng that he = 60x + : :
He makes a profit of £60 on item A and ¢400n item B. Assw::—;ﬁiz:his C:o’;i:eg Oll they Corner Point Coordinates | Value of O qu-ft_l_ﬂ_Ch Corner point.
ke produces, how many of each item should be produce so as to £ - Dolve the (x, y) L of Objective F

Z = G0 unmon_ =
: i - . |
LP problem graphicaily. ) ) o . Z-toe s
Sol. Suppose the manufacturer produces X and y HI}“‘S of items A and B respectivejy,
'[ His objective is to maximize the total profit = T (60x + 40y

5,00 S
(6, 0) - 605) + 400 =300 |
: I B0I6) + 4040) = 360

Objective function is given by Z = 60x + 40y s ‘ 604) + 404y = [a00] |
| Machine hour constraints are: (0, 6) 000) + 4046 . ;‘0 ||
ﬁac:fne ;I ;; 7 f }g L 4'_ ___ 60(0) + 4014 = 180
+y< a e — —
= .me 5} > 4x + 5y 2 20 The maximum value of Z is 400 at C(4, 4).
Bachive 1l T Boe . _0 ., The ‘ma““f::zgze‘;‘fsél:u‘igopmduce * =4 units of item A and y = 4 units of item B
Non-negativity constraints are xLyz 0 get the maximum . 7 .

(since it makes no sense to assign negative values ]:'1” and y). | E!‘-ml;:f ;.,; :o;t;;nlﬁnyu:ﬁkes Tt:.ro kinds of leather belts, A and B. Beit A is a high
Thus, the mathematical formulation of the LP problem is: | quality belt an ¢ qualily. The respective profits are ¥4 and T3 per belt. Each beit
- OfUPGA requires twice as much time as a belt of type B, and, if all belts were of type B, the

any could makf_ 1000 per day. Th{’ supply of leather is sufficient for only 800 belts per day
both A and B combined). Belt A requires a fancy buckle and only 400 per day are available.
There are only 700 buckles a day available for belt B. What should be the daily production of

cach type of belt?
Sol. Let x and y denote respectively the number of belts of type A and type B produced
per day.
¥
900
' E D y =700
700 e ‘_]
. 600 :
4
> e 500
/ /e . :
“ .
Maximize Z = 60x + 40y =
subject to the constraints x+2<12 300
2t +y <12 . ‘
dx + 5y > 20 200
_ o xyz20 ?
;?:.- fe;mhle rteg'u:;n lslshﬂwn by the shaded area ABCDE in the figure 100§ |
ce the optimal value of the object; i : :
feasible region, we determine their mo:ﬂjiicat: function occurs at one of the corners of the 3 B = X
Here A=(5,0, B=(6,0, C=(4,4), D=(0,6, E=(0 4 T
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The objective is to maximize the profit Z (in rupees) given by

Z=4c+3y

ing type B belts is 1000 per day, the total time taken to Produg,

Since the rate of produc

y belts of type B is wJ(’:o'

Also, each belt of type A requires twice as
producing type A belts is 500 per day and the tota

x

much time as a belt of type B, the rape
| time taken to produce x belts of type A?:

500"
: R I 1
The time constraint 1s =50 + 1000 <
or 2¢ + y < 1000
The constraint imposed by supply of leather is
x+y <800
The constraint imposed by supply of fancy buckles is
x <400
The constraint imposed by supply of buckles for type B belts is
y <700
Since the number of belts cannot be negative, we have non-negativity constraints
x20, ¥y20
The mathematical formulation of the problem is:
Maximize Z=4x + 3y
subject to the constraints 2x +y < 1000
x +y <800
x €400
y £ 700
x,y20

The feasible region is shown by the shaded area OABCDE in the figure.

Since the optimal value of the objective function occ
feasible region, we determine their coordinates. PER RS

Here O =(0, 0), A =(400, 0), B = (400, 200), C = (200, 600), D = (100, 700), E = (0, 700)
Now we find the value of the objective function Z = 4x + 3y at each corner point.

Corner Point Coordinates Value of Objective Function

fx, y) Z=4dx+3y
f t:gao'l) 40)+300 =0
5 i .20:” 4(400) + 3(0) = 1600
= ‘mo. i 4(400) + 3(200) = 2200
= (mo' o 4(200) + 3(600) =
3 - :ng. 4(100) + 3(700) = 2500

" 4(0) + 3(700) = 2100

The maximum value of Z is 2600 at C(200, 600)

‘F | .. r
i poGRAMmNG

company should produce 200 belts of ¢
. 1?1:1“1“ proﬁt of T 2600 per da)’. Lk
¢ the O ple 5. Solve the following linear programm;
E3 ; Z =3x + 5y

x+y=6

385
nd 600 belts of type B in order to

"8 problem graphically:

1. Here the feasible region_ of 107 :

LPP is the line segment AB with g | .
the 4 2)and B = (1, 5). These are the "
A= ints of the feasible region. 8
At A4,2), Z=3(4)+5(2)=22 7
At B(1,5), 2= 3(1)+ 5(5)=28
The minimum value of Z is 22
occurs at A(4, 2).
Hence, optimal solution is x =4,
y=2and optimal value = 22.
. Example 8. A person consumes
{wo types of food, A and B, everyday to
obtain 8 units of protein, 12 units of
«rbohydrates and 9 units of fat which
is his daily minimum requirement. T L T i .1 B
IkgaffoodAcontainx?,G,Iunitsaf L 2 g e 5 B Y 8 8§ A0
protein, carbohydrates and fat, respectively. 1 kg of food B contains 1, 1 and 3 units of protein,
carbohydrates and fat, respectively. Food A costs T8 per kg while food B costs 5 per kg. Form
an LPP to find how many kgs of each food should he buy daily to minimize his cost of food and
still meet minimal nutritional requirements and solve it.

Sol. Suppose the person buys x kg of food A and y kg of food B daily. Total cost of food (in
rupees) is given by

Z=8x+5y

The objective is to minimize Z.

x kg of food A contains 2x units of protein.

y kg of food B contains y units of protein.

Since minimum requirement of protein is 8 units, th

which

— X

-refore. protein constraint is

2x+y28 _
Similarly Gx+yz12 (carbohydrate mu;t.ral_nti
x+3yz9 (fat constraint)
Also x,y20
The mathematical formulation of the problem is:
Minimize 7 = 8x + By
Subject to the constraints 2x+yz8
6x +y212

— meeey, ey 5 W N PeAq)
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x+3yz9
xyz0

g A "
T T 1 | B X
1 2 3 445 6 7 8 98 10 11 12
P

The feasible region is shown shaded in the figure. It is unbounded. The extreme points
of the feasible region are:

A=(9,0, B=(3,2), C=(1,6), D=(0,12)
Now we find the value of the objective function Z = 8x + 5y at each corner point.

F Corner Point Coordinates l Value of Objective Function
(x,y) Z = 8x + by
A (9, 0) 8(9) + 5(0) =172
B (3,2 83)+52) =[34]=m
C (1, 6) 8(1) + 5(6) =38
D (0, 12) 8(0) + 5(12) =60

The minimum value of Z is 34 at B(3, 2).

But this value is doubtful. It is yet to be confirmed. Now we draw the graph of Z <m i..
8x + By < 34. Since the half plane determined by Z < m has no point in common with the
feasible region, m = 34 is the minimum value of Z.

i ° The person should buy 3 kg of food A and 2 kg of food B at the minimum cost of

MING
prOGAA ¥

WML cass W

16 we have been solving LP problems
roblem has a unique optimal solutigp
ust be taken into consideration.

so fof
ach P

e € m
ii""wlﬂnhfeasible solution. Wrong
Sl l.l;n of an LPP results into

fprmu}st:nt constraints and no value of
" s

Tbles satisfies all the 1o¢

B ots simultaneous!y. In such
st ear programming problem

e have 1O feasible solution or
5 le solution. Infeasibility
pfeasi aly on the constraints and has
: . do with the objective

Example. Maximize Z = 5x + 12y

ahjeet 10 the constraints 2x + 3y<18
x+y=210
x, 020

Sol. From the adjoining figure, it
usdear that there is no point in the ‘ﬁrst.
qudrant satisfying all the constraints.
Hence, there is no feasible solution to
the problem because of conflicting con-
straints.

II. Unbounded Solutions.
Sme linear programming problems
bave unbounded feasible region so that
tie variables can take any value in the
ubounded region without violating
iy constraint. If we wish to maximize
tbe objective function Z, then for any
"]"? of Z we can find a feasible
“lution with a greater value of Z. Such
:; ‘s are said to have unbounded

utions,

%ME“mple. Maximize Z = 2x + 5y
sl,x,;;tgle constraints x +y 23, x -y
Sol. The feasible regi
: le region, shown
tff In the figure, is unbounded. The
g, 5, P08 of the feasible region are
*Yand B, 1),
ZA) = 2(0) + 5(3) = 15
ZB) = 22) + 5(1) = 9

Y

6

A

hich ma
¥ be
. Hﬂwe\rgr. th 1l h"ha\'rd' in the

called ‘we

ETE dre certy;
€ are certap EXceptional
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" ; . . o0 There are infinite number of poingg
Since the given LP problem 15 of mm!mz:atmn here v nta
the feasibf:mgigl where the value of the objective function 18 more tha-nl_thfs Valtﬁe Z(A) = 15
Both the variables x and y can be made arbitrarily large and there is no limit to the valye o
_Hence the problem has unbounded solutions.
i i i than one points in the feg,;
II1. Multiple Optimal Solutions. When there exist more - i
ble region such thpat the objective function Z has the same opt._lmal va]ug. say k, then each
point corresponds to an optimal solution. The LPP has multiple solutions. Each‘gf such opt;
mal solutions is called multiple optimal solution or an alternative optimal solution,
The following two conditions must be satisfied for multiple optimal solutions to exist.

(i) the objective function must be parallel to a constraint which forms the boundary o

the feasible region.
(ii) the constraint must form a boundary of the feasible
optimal movement of the objective function.
Example. Solve the following problem graphically.
Maximize Z=25x+y , 4
subject to the constraints 3x + S5y <15 *.‘
5x+2y< 10 E‘

x,y20. 4%

Sol. The feasible region is shown by the 1
shaded area OABC in the figure. \

We give a constant value 2.5 to Z and draw
the line 2.5x + y = 2.5, shown by P, Q,. Give another \ 1
value 10 to Z and draw the line 2.5x + y = 10, shown
by P,Q,. Moving P,Q, parallel to itself towards Z
increasing i.e., towards P,Q, as far are possible,
until the farthest point B within the feasible region
is touched by the line, shown by P,Q,. Clearly P,Q,
contains the line segment AB which corresponds
to the constraint 5x + 2y < 10 and forms the
boundary of the feasible region. Solving 3x + 5y

20 45
= 15 and = =] ==
and 5x + 2y = 10, we have B [19 lglnnd

region in the direction of th,

539] 45

ZB) = 5[19 hie - 5. Also A=(2, 0) and
OZ::L = 3125; 2+0=5. Allbpoinl:s on the line segment AB give the same optimal value Z = 5. The
value is unique but there are infinite number of opti i i

corresponds to an optimal solution. PRIl SR

Here the objective function has the same slope as the constraint line 5x + 2y = 10.

IV. Redundancy. A constraint in a gi is sai i i
) . given LPP is ble
region of the problem is not affected by deleting that u:ns?r:}nt: A RS

- A

Y

lem and identify a redundant constrainy,
e inise Z =5x + 6y
ax
M he constraints x+2y<4 '
et ¥ 4x + 5y <20
3x+y<3
xyz0.

The feasible region is shown shaded in

9"" Clearly, the constraint 4x + 5y < 20 is re-
e ot does not affect the‘ feasible region. If
d,,pdﬂn . ¢ is dropped, the feasible region remains i
is co0str
he SAME: :
EXE
- - EXERCISE 7.3 _
Solue the following LP problems graphically (using corner point method); . L
i : Z = bx, + Tx, ;
subject to the constraints X, +%,54 F
3x, +8x,<24 (M.D.U. Dec. 2010) :
10x, + 7x, < 35 E
x,x,20. I
¢ Maximize Z = 2x + 3y LS
subject to the constraints x+y<30
35y<12
x—-yz20
0<x <20
8, Maximize Z = 5x, + 3x,
subject to the constraints 3x, + 62,15
B, + 26,510
2y, %p 2 0. (M.D.U. May 2009)
4 Minimize Z = 8x, + 12x,
subject to the constraints 60x, + 30x, 2 240
30x, + 60x, 2 300 ‘
30x, + 180x, 2 540
Xy, Xq2 0.
b Minimize Z = 3x + 2y
subject to the constraints 5x+ y2 10
x+y26
x+dyz12
xy2 0.
[f'xp Xy be real, show that the set 1
x +x s 50
x4 2x9 <80
g = {lxy, xg): 2%, +x220
1, %2 >0
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A TEXTBOOK OF ENGI i‘ﬂi’_‘ U £ of time per day available on machine A AT
- houn“fncmnr from a chair is ¥ 10 and from ::Nt:ll] hours on Machine B p
i e pEp ti:n of the two? able 15 2 50, What should rofit gained by the
sct. Find the e d 5 . | .I
:I:x‘:nni::xit 4x, + 3xy subject to the const raints given 1n S

gel.il"Ed person wants to invest an amount of

7. Minimize Z = 20x + 10y 10 wo tYPES of bonds A and B, bond A yieldin

upto 2 20,000, 1
subject to the constraints x+2ys40

s birg 2
sker recommends invesung

. g 10% retyr
; turn on the amount invested N on the amount
. 1ding 15%_1‘9 sted, After g invested and hand
ax+yz 30 p:it ? 5000 in bon‘d A and no more than 2 8000 in h::; Eﬂnaidaranun he decides to ,M:: :’:
: Y d A as in bond B. What should his - He also wants to v
4x+ 3y=z60 M.D.U. Dec m“chmbﬂn s broker suggest if he w est at least as
x,yz0 (M.D.U. Dec. 2006y & investm""‘"s? Formulate the above problem as an LPP and solve ':‘nts 10 maximize his return
8 (a) Maximize 2= 2x, + 3% manufactures dtwo types of screws, A and B, each t‘,rpe. requi
subject to the constraints X, * % S 30 1l mgchin“- an guwrnatm‘an a hand operated. It takes 4 et quiring the use of two
%23 operated ‘machines to manufacture a package of scrows A whai:lutomalm and B minute:
Osx, €12 tomatic and 3 minutes on the hand operated machines to manufact ohidioroicirl e
0<x <20 e h machine is available for at the most 4 hours on any day :.h“" a package of screws B
y Eac ws A at a profit of 70 paise and y day. The manufacturer can sell a
x-x520 i package of scre P n paise and screws B at a profit of 2 1. Assuming that he can
*p 2y 2, ; e sell all the s.crews‘he S CRMTIERERAR h‘."" many packages of each type should the factory owner
(b) Find a geometrical interpretation and solution as well for the following L.P. problem: produce in a day in order to maximize his profit? Determine the maximum profit
Maximize Z = 3x, + bx, " Afirm manufactures two products X andl‘f. each requiring the use of three machines M, M, and
subject to restrictions x, +32%, < 2000 J M,. The time required for each product in hours end total time available in hours on each ma-
x, + x, 5 1500 chine are as follows:
X < 600 ] 1
and x,20,%,20 Machine Product X Product Y \ Available time \
(¢) Solve the following L.P P. graphically: (in hours)
Maximize Z = bx, + 3x, M, 2 1 ‘l = ||
subject to 4x, + 5x, < 1000 1
_ Bx, + 2x, S 1000 M, 1 1 1 40
k. Mot . UK. Dec. 2010; M.D.U. M s - l s I I
i i i i S [f the profit is T 40 per unit for roduct X and Z 60 per unit for product Y. how many units of each
(d) Using graphical method, salve the following LPP. & p pe P -an P |2
Maximize zl= 2y +3x, subject to product should be manufactured to maximize profit?
X —x %2 S 15. Adietician wishes to mix two types of food in such a way that the vitamn contents of the mixture
rl + .1:,2 >4 contain at least 8 units of vitamin A and 10 units of vitamin C. Food [ contains 2 unuts’kg of
e ' vitamin A and 1 unit/kg of vitamin C while food 11 contains 1 umt/kg of vitamin A and 2 umits’kg
5% 20 (M.D.U. May 2011 of vitamin C. It costs T 5 per kg to purchase food | and ¥ 7 per kg to purchase food 11 Determine
9. (a) A housewife wishes to mix two types of foods X and Y in such a way that the vitamin contents s : t of Ee xtu
of the mixture contain at least 8 units of vitamin A and 11 units of vitamin B. Food X costs e minimum cost of such a mixture.

] : it 00 | and 4000 [ respectively
260 per kg and food Y costs T 80 per kg. Food X contains 3 units per kg of vitamin A an d5 14. (@) An oil company has two depots, A and B, with capacities of 7000  an Ppe

: ; : 2 ; ents are 4500 1,
units per kg of vitamin B while food ¥ contains 4 units per kg of vitamin A and 2 units per kg The company is to supply oil to three petrol pumps D. E and F whose requiremen
of vitamin B. Formulate the problem as an LPP to minimise the cost of mixture.

3000 ! and 3500 I, respectively. The distances (in km) between the depots and the petrol
- (M.D.U. Dec. 2006) pumps are given in the following table:
®) -"‘_hous"- wife wishes to mix together two kinds of food, X and Y, in such a way that the Distance (in km)
ﬂ‘uxture .mmj""s at least 10 units of vitamin A, 12 units of vitamin B and 8 units of vitamin From B
C. The vitamin contents of one kg of food is given below: To A 1
T r 3
’ Vitamin A Vitamin B Vitamin C D
[ FoudX 1 3 : =
[ FoodY s 2 1 F lod
rary ‘hedule
One kg of food X . chould the delivery be sche
u?; mg Ff dm: X costs 76 and one lf: of food_'l' costs T 10. Formulate the above problem as an Assuming that the transportation cost per km s l.pﬂ I, how she
i anuf:::t ut:r le:; g “f:t ofth:kmmnn .‘:‘i‘ch will produce the diet and solve it. in order that the transportation cost i minimum’ e W TR
; of furniture makes two ucts: chai : |- the other & ! -
ucts 1s done on two machines A and B. )’? chai: r:qcui:?;;:uth‘::’;;cm:;::lxl ofjtgis:uf-:o:n (b) There are two factories located one at place P and (uated st A, B and C. The
an

depots St g
8 cortain commodity is to be delivered to nach ot t};e t.’Jh?andpl units of the commodity while

machine B. A table requires 5 hours on machine A and no time on machine B. There are weskiby vecivaiants of e depols are ¢8 pectively

S L

T
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15. A manufacturer of patent

372
tively 8 and 6 unit
the production capacity of the factories at P and Q are respectively Units. The goq, i
transportation per unit is given below:
To f Cost (in 8

From [ a B | &

P 160 100 150

I [*] 100 120 100

How many units should be transported from eaci‘f factory to each dgpol i grdar that the trang,
portation cost 1s minimum? What will be the minimum transportation oost ;
medicines is preparing a production plan on medicines A and g The

are sufficient raw materials available to make 20,000 bottles of A and 40,000 bottles of B, h:
there are anly 46.000 bottles inte which either of the medicines can be put, Further it lu]g,:
3 hours to prepare enough material to fill 1000 bottles of A and 1 hour to prepare enough g,
rial to fill 1000 bottles of B. There are 66 hours available for this operation. The profit is ¢ Blh;
bottle for A and ¥ 7 per bottle for B. How should the manufacturer schedule his production in

order to maximize his profit?

16. A small manufacturer has employed & skilled men and 10 semi-skilled men and makes an articl,

in two qualities, a deluxe model and an ordinary model. The making of a deluxe mode] requirg,
2 hours of work by a skilled man and 2 hours of work by a semi-skilled man. The ordinary Mode|
requires | hour by a skilled man and 3 hours by a semi-skilled man. By union rule, no man oy
work for more than 8 hours per day. The manufacturer gains ¥ 15 on deluxe model and € 19 4,
ordinary model. How many of each type should be made in order to maximize his total da,
profit? !

17.  Minimize Z = 3x, + 2x,

18.

19.

subject to the constraints 5x,+ x, 2 10

xn+x,26

x, tdx, 212

X, %520
A firm plans to purchase at least 200 quintals of scrap containing high quality metal X and lou
quality metal Y. It decides that the scrap to be purchased must contain at least 100 quintals of
X-metal and not more than 35 quintals of Y-metal. The firm can purchase the serap from two
suppliers (A and B) in unlimited quantities. The percentage of X and Y metals in terms of weight

in the scrap supplied by A and B is given below:

l Metals ’ Supplier A Supplier B
X 25% 75%
Y 10% l 20%

The price of A's serap is ¥ 200 per quintal and that of B is ¥ 400 per quintal. The firm wants o
determine the quantities that it should buy from the two suppliers so that total cost is mini-
mized. Formulate this s an LPP and solve it.

G.J. Breweries Ltd. has two bottling plants, one located at 'G’" and the other at ‘J'. Each plant

produces three drinks: whisky. be ? i '
bottles produced per day m??m fofl:);?:j brandy, named A, B and C, respectively. The numberof

! Drink L Plant ol
G J
Whisky

1,600
- 1,500
Boer 3,000 1,000
Brandy 2,000 5.000

srﬁoﬂﬂ*‘”“"e
my indicates that during (ha month of Jy; 373

A isky, 40,000 bottles of bee ¥, there u
tl;»s:ti v;rl{?} :nd J are 600 and '"’”“"::-itg“ Ybottles of hr::h‘_‘- l"t}hl* a demand of 20 000
pla TR " RIS, For haw mane 4. PETBling cost i
July so as to minimi the production cost, while “‘L]l‘:;::)l:“y’ should each ::‘;: ';:
“UNg the market dr-m-m 17 S0l
11 4T - I\'l\

for P
pun lly

hically s
E’:lnrli)fy that the following problems have ngo feasi

3" Mﬂ’“““‘” Z= 15x + 20_1'
® subject to the constraints

ble solut 1on

X+y212
6x + 9y < 54
15x + lﬂ_) <90
xXyz0
Maximize Z = 4x + 3y
subject to the constraints xty<3
dx-y<3
x24
xy20
1 Verify that the following problems have multiple solutions
P () Minimize Z = 12x + g}.'
subject to the constraints 3x + 6y 2 36
dx+ 3y =z 24
x+ y<15
xyz0.

(i)

(if) Maximize Z = 6x + 4y
subject to the constraints x+y<h
x+2y<12
x,y20
39. Verify that the following problem has an unbounded solution
Maximize Z = 20x+ 30y
subject to the constraints 5x + 2y 2 50
2x + 6y 2 20
4x+ 3y 260
xy20
23, Graph the feasible region of the following problem and identify a redundant constraint
Minimize Z=6x+ 10y
subject of the constraints xz26
y22
2x+yz 10
x y20.

Answers

9. x=18 y=12:Max. Z=T2

. 4.x,=2, .\::=~I;Mm 7 =64

- 6. x, =50, x, = 0; Max Z=20
e | -

»
[ 2]
"

*=1x,=5;Min. Z=13
*=6,y=12; Min. Z=240
(@) x, =18, x, = 12; Max. Z =72

™ e

(b) x, = 1000, x, = 500. Max Z =550
| 2

©x = 200 yXg = 1#.0—0. Max. Z = 1058.82 (d) No maximum
17 17

____—-ﬂ'“m
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9. (a) Minimum cost = ¥ 160
(b) 2 kg of food X, 4 kg of food Y least cost = T 52 :
(c) Number of chairs = 0, Number of tables = 16/5 ie. 16in b days
10. 2 12000 in bond A, ¥ 8,000 in bond B; Maximum return = T 2400
11. Screw A = 30 puckages, Screw B = 20 packages; Maximum profit = T 41
12. Product X = 15, Product Y = 25; Maximum profit = T 2100
13. Food I = 2 kg, Food Il = 4 kg; Minimum cost =T 38
14. (@) From A: 500 {, 3000 7 3500 to D, E, F respectively, From B:4000 L, 04, 0! o B
respectively; Minimum cost = 7 44,000 v5)
(b) From P: 0, 5, 3 units to A, B, C respectively From Q: 5, 0, 1 units to A, B, C resper;, I
Minimum transportation cost = ? 1650. ely
15. 10500 bottles of A, 34500 bottles of B: Maximum profit = ¥ 325500
16. Delux model = 10, ordinary model = 20; Maximum profit = ¥ 350
[Hint. 5 skilled men eannot work for more than 5 x 8 = 40 hours and 10 semi-skilled men capy,
work for more than 10 x 8 = B0 hours.] "
17. 2=l x;=9 Min. Z=13
18. Supplier A = 100 quintals, supplier B = 100 quintals; Minimum cost = ¥ 60,000
19. Plant at G = 12 days, Plant at J = 4 days; Minimum cost = 8,800 monetary units.
23, 2x+yz10.
THE SIMPLEX METHOD
7.7. INTRODUCTION

The linear programming problems discussed so far are concerned with two variables
the solution of which can be found out easily by the graphical method. But most real life
problems when formulated as an LP model involve more than two variables and many con-
straints. Thus, there is a need for a method other than the graphical method. The most popu
\ lar non-graphical method of solving an LPP is called the simplex method. This method
! developed by George B. Dantzig in 1947, is applicable to any problem that can be formulated in

terms of linear objective function subject to a set of linear constraints. There are no theoretical
restrictions placed on the number of decision variables or constraints. The development o
computers has further made it easy for the simplex method to solve large scale LP problems
very quickly.

The concept of simplex method is similar to the graphical method. For LP problems with
sgveral variables, the optimal solution lies at a corner point of the many-faced, multi-dimen
slqnal ﬁgure. called_an n-dimensional polyhedron. The simplex method examines the cornef
points in a systen!anc manner. It is a computational routine of repeating the same set of steps
overha:: over until an optimal solution is reached. For this reason, it is known as an iterative
E?tmve. f.:s \:_e move fron_1 one |t£~f'ation to t_he qther, tl-.ne method improves the value of the

je nction and achieves optimal solution in a finite number of iterations.

7.8. SOME USEFUL DEFINITIONS
_—--".-’

{f) Slack Variable. A variable added to i
_ _ o the left hand ual ¥
constraint to convert the constraint into an equality is called as::}:r:fz:ziﬁi:h G

GRAMMING
ol
gor @ xample, to convert the constraing
Jx+2y<18
: : dd a slack variabl -
uation, We a € 5 to the |efi.
it an €4 3x + 2y +s=18 efthand side thereby getting the equal-iltl:n|III
Clearly: § must be‘ non-negative, since s = 18 - (3y 220
[ economic temlnolog'y. a slgck variable represents u; [by (1))
oney Jabour hours, time on a machine etc. used resource in the form of
w07/ ) Surplus Variable. A variable subtracted from the left-hand sid
ual t0 constraint to convert the constraint into an equality s l:alle;l e of a greater than
to convert the constraint a surplus variable.

" For example,
2x + 3y 230
0y

.on. we subtract a surplus vari :
gioon equation, we rplus variable s from the left-hand side thereby getting the
equaht-]r

2x + 3y —s=30

Clearly, s must be non-negative, since s = (2x + 3y) - 3020 oy (1)

A surplus variable represents the surplus of left-hand side over the right-hand side. It
 also called a negative slack variable. '

(iii) Basic Solutim.:l. For a sys.bem of m simultaneous linear equations in n variables
(a>m), 8 solution obtained by setting (n - m) variables equal to zero and solving for the
remaining m variables for a unique solution is called a basic solution. The (n - m) variables
set equal to zero in any solution are called non-basic variables. The other m variables are

called basic variables.
Total number of basic solution = "C |
(iv) Basic Feasible Solution. A basic solution which happens to be feasible (ie, a

solution in which each basic variable is non-negative) is called a basic feasible solution.

(v) Degenerate and Non-degenerate Solution. If one or more of the basic variables
in the basic feasible solution are zero, then it is called a degenerate solution. If all the

variables in the basic feasible solution are positive, then it is called a non-degenerate solution.
Example. Consider the following LPP: )
Maximize Z = 5x + 8y

subject to the constraints x+ysd
2x+y<6
x,y20.

Sol. Introducing slack variables sy, 5;
convert less than or equal to constraints into

equalities, we get

to

x+y+s,=4
2 +y+8,=6
We have two equations (m = 2)
variables (n = 4). For a basic solution,
h~m =4 -2 = 2 variables equal to z€
solve for the other two. The various possi
are shown in the following table:

in four
we put
ro and
bilities

3.0 (40

A
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FNumber of } Non-basic Basic Basic
basic solution variables variables solutions
(each = 0)

1 oy 8 Xy R

2 I x, 8, Y & y=48=2

3 X, 8 Y, 8 y=6,8=-2

4 ¥ 8, x, 8, r=4,5,=-2

5 ¥, 8, 2, 8 x=3,s5=1

6 XYy 814 g 8:-‘-4. 5=6

There are "C_ = C, = 6 basic solutions. Solutions (3) and (4) contain a variable whicy,
has a negative value. In the remaining four basic solutions, each variable has a positive valye
Therefore solutions (1), (2), (5) and (6) are basic feasible solutions. The four basie feasib)e
solutions (x, y) are:

(0,0), (3,0}, (2,2 and (0, 4)

which correspond to the corner points O, A, B and C respectively of the feasible region as
shown in the figure.

Thus every corner point of the feasible region corresponds to a basic feasible solution
and vice versa.

Moreover, the basic feasible solutions (0, 0), (3, 0) and (0, 4) are degenerate whereas the
basic feasible solution (2, 2) is non-degenerate.

7.9. STANDARD FORM OF AN LPP

The standard form of an LPP should have the following characteristics:
(1) Objective function should be of maximization type.

(i) All constraints should be expressed as equations by adding slack or surplus vari-
ables, one for each constraint.

(1i) The right-hand side of each constraint should be non-negative, If it is negative, then

to make it positive, we multiply both sides of the constraint by (- 1), changing < to > and vice
versa.

(iv) All variables are non-negative.
Thus, the standard form of an LPP with n variables and m constraints is:

Maximize Z SCF HeXy b tox, + 05, + 08, + ... + Os,
subject to the constraints
Q%) + 850, + ..., +a,x, +s =b

Cpr¥) + ooy + .. + @y X, + 5, = b,

L,

Oy +8ppXy + .o va_x +5 =h
[ 4
and Xps Xy ey X, 8, 8, 820

1. Since minimum Z = - mayip,,

arks od in the maximization form, » Where 74

RO® oss : ; L !
pe &P" " oach unrestricted variable x with gy, din © obyectiy, function
J"y‘i-'m v where x,x720 CTECE of twg p
- 1 R | o

m‘“mhve v
- "_’ —~% .'n"'bhﬂ 'n;u'

/:1':—:"’"; the following LPP in ¢, %

. Standqrq :
fxam Maximize Z = 2x, + 5x, + 7x, form:

5x)-3x,<4
‘g'ocl 7x, +6xy + 9x, > 15
8x, + 6x,<5
Xy X x,20
ol Introducing the slack/surplus variables, the given
Maximizez=2xl+5xg+7xa+osl+osi+ma
gjec 1o the copstraints

10

5.‘!1 - 3:.1 +38 = 4
Tx) + 6xy + 9x; -5, =15
8x, +6x,+5,=5
Xy, Xy X3, 8y, 8y, 8320,
ple 2. Convert the following LPP to the standard form:
¢ Moximize Z =2x;+ 4x, + 8x,
abject to the constraints 7x,-4x,<6
dx, +3x, + 6x;2 15
3x, + 2x, < 4
x, %20
8Sol. Here x, is unrestricted, so let x; =x; - x,", where x;, x;"20 _
Introducing the slack/surplus variables, the given LPP in standard form becomes:
Maximize Z = 2x, + 4x, + 8x," — 8¢," + 0s, + Os, + Os,
ubject to the constraints. Tx,—4x, +5,=6
‘lfl +312+6x3‘-613"33=15
3x, +2xs'—2x3'+ss=:
x,x,xa’,xs‘.sl,sg,saz L '
Example 3. Express t:w ;oﬂnwing LPP in the standard form:
 Minimize 7= 5¢, + 82,
et to the constraints  3x,+ Txy + x3=9
411'212“34 =-15
2x, - 3xy + X =8
X, Xy Xp Xs 20

LPP in standarg form becomes.
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(iii> Maximize Z*(= — 2) = — %, + 8x, - 3%, + 00, + 06, & 0s,
subject to the constraints
a;l-xz+2:3+sl=7
—2x) - 4xy ¥ 5; = 12
-4z, *3x!+31._,433= 10

.
X, Xg Xy S0 8 53 2 0.

——A

7.10. WORKING PROCEDURE OF SIMPLEX METHOD

—_—
Assuming the existence of an initial basic feasible solution, the optimal solution t,
LPP by simplex method is obtained as follows: =

Step 1. To express the LPP in the Standard Form
(i) Formulate the mathematical model of the given LPP. _
(e) If th_e objective function is to be minimized, then convert it into a maximizatign |
problem by using
Min. Z = — Max. (- Z)
(iii) The right-hand side of each constraint should be non-negative.

(iv) Express all constraints as equations by introducing slack/surplus variables, one for
each constraint.

(v) Restate the given LPP in standard form:
& Maximize Z = €, + Cpy + wcoves + C,%, + 08, + 08, + . + 05,
< subject to the constraints — a,,x; + @ %, + oo + 0y, %, + 8, = by

R T T A S

and Xy Xoy o

g B By
Step 2: To set up the Initial Basic Feasible Solution
Take the m slack/surplus variables s,, s,,

, ke the m slack/surplus variables s,, s,, ..... , 5, as the basic variables so that the B
given variables x,, x,, ......, x, are non-basic variables. As such, x, = x, = ..... =x,=0and
s, =b,,8,=by, .. b :

vaany ﬂm =

Since each b, is non-negative [see Step I (iii)], the basic solution is feasi is basi
: ach b, _ ! on is feasible. This basi¢ |
feasible solution is the starting point of the iterative process. The simplex method

ceeds to solve the LPP by designing and re-designing successively better basi fea;l‘l:;:’gg |
tions until an optimal solution is obtained. ¢ N
Step 3: To set up the Initial Simplex Table

The above information is convenie .
. ; ntly expressed below.
For computational efficiency, the tab o ispr;tter.m the tabular form as shown

s

g PROCELEE
o T
Variables Solution %, a Variables |
C. B b= rp’ 2 s X 8, L 5, ||
|
= — i}
Cp =0 1 ?““ _)l;' % 8y w1 it |
Coa™© 2 o =hy | ey by mmmp D 5wl ]
- a : . . |
: i ’ i ; i
: : : ]
Cam =)0 ¥m am =0 l Omi o L 0 0 .1 l'
2-Cnm %= al 0 % e 8. B Pt )
'_/_,Cj/:cj_z’ Ll gl e B el |
The data in the table is interpreted as follows:

1. In the top row labelled ¢, we write the co-efficients of the variables in the objective
function. These values will remain the same in subsequent simplex tables.
shows the major column headings for
remain the same in subsequent simplex tables
m-rows.

3. In the first column labelled ‘cy, we write the co-efficients of the current basic variables in
the objective function. ¢y, is the co-efficient of the i" basic variable.

4. In the second column labelled ‘Basic
column can also be labelled as ‘Basis’.

5. In the column labelled ‘Solution’, we write the current values of the corresponding
basic variables. The remaining non-basic variables will always be zero.

2, The second row the simplex table. These headings

and apply to the values listed in the first
Variables', we write the basic vanables. This

6. The body matrix under non-basic variables x), Xg, .--s Xg consists of the co-efficients of
the decision variables in the constraint set.

7. The identity matrix under §, Sg - e represents the co-efficients of the slack varn-
ables in the constraint set.

8. To get an entry in the z;TOW under a column, We multiply the erjtt:‘:: :::e t:xr:;otﬁ\:y
the corresponding entries of cg column and add up the produc'ga:‘ B a;‘
row under the column ‘%’ is obtained by multiplying the ent; = e :ddmg l;L.erehy
------ ,a,, by the corresponding entries under cg, Vi Cpy Cpas -+ CBm

getting

" . The Z entry
‘asmllbeaueq“alwnm 5
In the initial simplex table, the zJ-m“;:::r:ralllE of the objective function Thus
: r
under the Cy column E“'is the:u _The values of Z, RPN::;:;E;:;“:; t‘;:e
N =P Ky B ased (or InC
whi.:ha{xhﬁ v:lal:eag c obj?:t?ie function Z would be decre i

: ght into the solution.
variables not included in the solution Wer® . v

-y . 9%
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9. The last row labelled ‘C J

C for any column = (¢, value for that
g
- IZ} value for that column)

It should be noted that C; va

variable, C, = 0.

The C-row represents the net contribution to the objective function that resyjtg b

introducing one unit of each of the respective column variables. A plus value indicat;

that a greater contribution can be made by bringing the variable for that columnp i,

the solution. A negative value indicates the amount by which contribution woulq d::'

crease if one unit of the variable for that column were brought into the solution. .

Step 4: Test for Optimality. Examine the entries in C-row. If all entries in this poy,
are negative or zero, te., if C; = 0, then the basic feasible solution is optimal. Any positiy
entry in the row indicates that an improvement in the value of objective function Z is posaihl:
and, hence, we proceed to the next step.

Step 5: To Identify the Incoming and Outgoing Variables. If there is a positive
entry in the C -row, then simplex method shifts from the current basic feasible solution to 5
better basic feasible solution. For this, we have to replace one current basic variable (calleg
the outgoing or departing variable) by a new non-basic variable (called the incoming or
entering variable).

Determination of Incoming Variable. The column with the largest positive entry in
the C,-row is called the key (or pivot) column (which is shown marked with an arrow 1). The
non-basic variable which will replace a basic variable is the one lying in the key column, Thus

=¢-Z, is called the index row or net evaluation roy,
column written at the top of that colump,
)

lues are meaningful for non-basic variables only, For 4 b
ic

the incoming variable is located.
If more than one variable has the same positive largest entry in the C-row, then any of

these variables may be selected arbitrarily as the incoming variable.

. Determination of Outgoing Variable. Divide each entry of the solution column
(e, xE-t_:olumn) by the corresponding positive entry in the key column. These quotients are
written in thg last column labelled ‘Ratio’. The row which corresponds to the smallest non-
negative quotient is called the key (or pivot) row (which is shown marked with an arrow —).
The depgmng variable is the corresponding basic variable in this row. The element at the
intersection of the key row and key column is called the key (or pivot) element. We place a
circle around this element.

If all these ratios are negative or zero, the incomi i
' * rati tlive ; ing variable can be made as large as we
p_lease without vno!apng the feasibility condition. Hence the problem has an unbounded solu-
tion and no further iteration is required.
gtep t:.h To set up the new simplex table from the current one.
rop the outgoing variable i i i : ith i i-
i lires i fmn‘ and introduce the incoming variable alongwith its assoct
If the key el i :
e kei :1222:: ad, :hl"-'“ ;he key row remains the same in the new simplex table.
G o is not 1, then to reduce it to 1, divid i '”
L ; , divide each element in the key ro
uding elements in xg-column) by the key element.

a Pnoc;mmlll\lﬁ
e
old key TOW
us, new key row = —— = %
e key element

Make all other elements of the key column ¢ b

¥ subtracti i : . =
from the other rows. In other words, to change the non-key ::f" ‘-:;U:::blie u::lt.:u;l:;;;: key
row v L a:

Number in new non-key row = (Number in old non-key row) - (key column entry)
* {corresponding number in new kr_r
- - 3 y‘mw :
here ‘key column entry’ is the entry in this row that is in the key column

step T: Test for Optimality. If there is no positive entry i
4 . try in C -row, we have an opti-
mal solution. Otherwise, go to Step 4 and repeat the procedure until all entries in Crow Ii)ﬂ‘t‘

either negative or zZero.

‘_,_.-—-‘-'_'___._
p— ILLUSTRATIVE EXAMPLES
Example 1. Using simplex method

Maximize Z = 2x; + 5x,
subject to X+ dx, <24
3x, +x,521
X, +%,59

x, % 2 0. (M.D.U. Dec. 2007}

mathematical model of the problem. We are al-

Sol. Step 1. To formulate the
the LPP. The problem is of maximization type and all

ready given the mathematical model of

b's are positive.
To express the problem in standard form. Introducing slack vanables s,

Step 2.
8, 5, (one for each constraint) the problem in standard form is:
Maximize Z = 2x, + 5x, + 0s, + 0s, + 054
subject to 11"'4""2*'31:24 A1)
3!1+r2+82=21 A2)
"1*"2“'3:1:9 A3

p >
Xy, X 8y 59 53 2 0

Step 3. To set up the initial basic feasible solution.
setting 5 —3 =12 variables equal to zer

5 variables, a solution is obtained by ‘ .
the remaining 3 variables. We start with a basic solution by setting x, = X
%, =2, = 0 in (1), (2) and (3), we get the basic solution
s, =24, s2=21. 5,=9
the basic solution

Since we have 3 equations in
o and solving for
= 0. Substituting

is feasible and non-degenerate.

Since s, 54, 3, are all positive,
itial basic feasible solution is
X, = 0, x_,.:'[l‘, “"1=24- 8y = 21, s:‘sg

solution is summarized in the

Thus our in
following imtial simplex

at which Z = 0. This initial basic feasible
table.
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Simplex Table I To replace non-key mk::. we use the formula:
umber in new non- row = (Number ip 1d X
e — 2 5 0 0 0 Ratiq N o I[non k::o ,:::: ~ (key column entry) = '
7 - . correspondin, ber i
Cp ‘ Basis Solution X X3 ’—” % 91 x"""! = Here si.mw and g, Gkl (i.e., second and third TOWE) are noni::l:;wsr e
b= xg) Transformation of R;. Key column entry in Ryis 1. '
3= [ 24 "R ew) = Ryald) - 1
" " | 1 @ 1 0 0 = . Rymnew)=Ry(old) -1 x R,(new)
’ 21 21-1x6=15
0 83 2 3 ! £ ’ 9 1 =3l 3—1xl=l—1.
l . 4 4
| 2] w | = 1 1 0 0 1 I=9 ki =0 !
' -1 ' — I .
{ Z=0 Z 0 0 4 4
| ) . 5 - 1-1x0=1
| eyt 4 i 0-1x0=0
*For writing the body matrix (under x,, x,) and the identity matrix (under s,, s,, 5,), the Transformation of Ry. Key column entry in Ry is 1.
left hand sides of equations (1), (2), (3) should be treated as N B T
Lx, +4x, + 15, + 05, + 03,4 Ry b y\new
3xl+l_x2+0sl+lsz+03a 9-1x6=3
1z, + Lx, + 0s; + 0s, + 18, T R
*The Z,-row entries are all equal to zero in the initial simplex table. 1 ,‘41 P 04
- Step 4. To test for optimality. Since some entries in C-row are positive, the current 1 1
solution is not optimal. Therefore, an improvement in the value of s objective function Z is possible 014 X &
and we proceed to the next step. 0-1x0=0
Step 5. To identify the incoming and outgoing variables. The largest positive 1-1x0=1
_entry 'in the .Cj.-row is 5 and the t_:olumn in which itlapl_:lears is headed by x,. Thus x, is the The above information is summarized in the following table:
incoming variable and x,-column is the key column (indicated by T).
Dividing each entry of the solution column by the corresponding positive entry in the Simplex Table II S
key column, we find that minimum positive ratio is 6 and it appears in the row headed by s,. i P
Thus s, is the outgoing basic variable and the corresponding row is the key row (indicated by . &
—). The number at the intersection of the key row and the key column is the key number. Thus Cp Basis Solution o
4 is the key number. A circle is placed around this number, by
~ Step 6. To set up the new simplex table from the current one. Drop the outgoing 5 6
variable s, from the basis and introduce the incoming variable x,. The new basis will contain %2
Xy, 3, 5, as the basic variables. The co-efficient of x, in the objective function is 5. Therefore the 1 .
entry in cy column corresponding to the new basic variable x, will be 5. Since the key element 0 8y 5
enclosed in the circle is not 1, divide all elements of the key row by the key element 4 to obtain 1
new values of the elements in this row. Thus the key row 0 & = ' a
_ 0 s 24 1 4 1 0 0 5
is replaced by the new key row Z=30 4
5 ‘ \
5 x. 6 1 1 S ¢ | 0
2 = 1 — \
Now we make all 4 4 : : | : L_'—L-_-——J
other elements of the key column (..c., x,-column) zero by subtracting L |

suitable multiples of ke .
y row from the other rows. *E= Togttey e R s
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* Entries in Z-row. In the column headed by . i {_ %] S 25
- ! _11 + EJ - -
' L 5(;]+0[4] 0[4 ; 1-%:—(01;
’ % 5(1) + 0(0) + 0(0) s —5 0__1_1(;4_]__11
. s(3)+o(-3)+o(-3) -3 S a1 L i
i ation is ized i =
5y 5(0) + 0(1) + 0(0) =0 The above information § "“mmfé::i in the following table.
5 5(0) + 0(0) + O(1) =0 plex Table 1N
Step 7. Test for optimality. Since all entries in CJ-_-mw are not negative or zero, th, ] s 2 _5——‘—0 —_—
current solution is not optimal. Therefore, an improvement in the value of objective functigy, 2 ) o; d ] 0 Ratio |
is possible and we repeat steps 5 to 7. ; : & Basis Solution % x, ' —-I <o P .
Incoming variable is x, and x,-column is the key-column. s4 is the outgoing basic variah) bi=xp) \ l | & | |
3 2 = | | ,
and s,-row is the key row. Key number is . : % 5 o i 1 i : \ &
The new basis will contain x,, s,, ¥, as the basic variables. Dividing all elements of t,, 2 1 \ 3 \ ';
| 2 1 |
key row by the key number -:-, the new key row is 0 85 4 0 0 3 1 o || |
[
-1 o 1 \
2 ‘tl 4 1 0 3 0 3 —-_-?—__ x, 4 1 0 - _,5 0 | 5 ]l |I
Transformation of R,. Key column entry in R, is % 2=33 Z; 2 5 1 o | 1 l |
1 l C=c;-% 0 0 -1 0 'l -1 | \
4\ R,(new) = R, (old) - Ill,tnew} +Z =Lty = 5(5) + 0(4) + 24) - 33
g P @=5 As all entries in Crmw are either negative or zero, the above table gives the optimal
R e pasic feasible solution.
2 1(1)=t'.i The optimal solution isx1_=4,x2=5mdMax.Z=33.
* 14 ; Example 2. Use the simplex method to solve the following LP problem.
= Maximize ~ Z = 3x, + bx, + dxg
_1_1[__1}_1 subject to 2x, + 3x,<8
4 4\ 3) 3 2x, + 52, <10
0—21(0}=0 3x, +2x, + 42, S I5
i/ 4 1 sradie JF;, - for each constraint) the problem
o ;{5] "3 Sol. Step 1. Introducing slack variables s,, 55, 53 (one for ea
in standard form is:
Transformation of R,. Key column entry in R, is H Maximize Z = 3x, + 55, + 4x, + Os, + Os, + Os, )
a 11 . subject to 2¢) + 3y +5,=8 (2)
Ry(new) = R,(old) - 'IR.ztnewJ 2, + Gy + 8 = o -A3)
8z, + 2x, + dxg + 8= 15
15 11 @) =4 1 2 3 >0
A , g Xg> 51 50 8 o : g e
11 14 S i il tl'onzs i; 6 variables, a solution 18 obtained by semlnli g 3
o - top 3. Since we have § sqtt maining 3 variables. We choose mitial basic
& 1 9 't‘: 3 variables equal to zero and solving for the re
b % © =0 easible solution as:

; ot =10_ _qI:lEb
x1.=1:,_=13=0' 5, =8 % 3

. ] atwmmz:o_
; |
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Simplex Table I

P 3 5 4 0 0 __ox“\

i Ratj,
cy Basis Solution x; X, X3 5 L ] 8y H}:}‘;-.,,
b= xp) .
l—___H‘N
0 5 8 2 (3)] @ 1 0 0 .g_*
|
0
0 s, 10 0 2 5 0 1 0 -
0 s 15 3 2 4 0 0 1 | 28
2
Z=0 z, 0 0 0 0 0 o |
Cl =¢ - 2JI 3 ? 4 0 0 0

Step 3. Since some entries in C,-row are positive, the current solution is not optima|
The incoming variable is x, and the outgoing basic variable is s,. Also 3 is the key numbe,

Step 4. The co-efficient of x, in the objective function is 5. Therefore the entry in ¢

column corresponding to the new basic variable x, will be 5. Dividing all elements of the hn
row by the key element 3, the new key row is i

8 2
5 = &
Xy 3 3 1 0 0 0

3

1
Transformation of R,. Key column entry in R,is 2.

R,(new)= R,(old) - 2R,(new)

10—2(§]=E
3

Transformation of R;. Key column entry in R,is 2.

R,(new) = Ry(old) - 2R,(new)
15- 2( ;‘) i
3 3

3—2[3J=§
3)°3

e T
2-201)=q — W

K 4-200)<4
0_2[_1,]“3

3 3

0-20=9

1—2[0]‘_—1

The above information is summarized jn the [ullqcy_\...-:n_g tabl
able,

Simplex Table 1y
———-'—1' '-_—__-_-_—_ —
. 3 T T————
/T Sa?ut_l"ﬂn % ‘ 0 a 0 Ratig =
o Basis b= xp) % x, % I s \ 3_1_’“7— —
| 8 2 'H——*——’ o e A
8 2 1 ? '
5 % 3 3 FEENe l‘i T lelel= '
| |
14 4 \ II 2 | | 1. f‘l@-
s T - 0 @ e | \3 " |
0 2 3 3 B E L g
lt II | [29) '
29 5 2 la ) ¢
8 -t = 0 4 = | L3/
0 3 3 3 \ AR e
| l
— % 10 | TEE
geg Z, g 5 | o \ 3 :' 0 | 0!
1 5 e il |
CJ=C,i_Z; —E 0 \ ‘!r . -5 ( 0 | 0
-

8 14 29) 40
= —|+0] —|+0| —|=—
$ B 5(3] (3] [3] 3
Since all entries in C -Tow are not negative or zero, the current solution is not optimal
The incoming variable is x, and the outgoing basic variable is s, Also 5 is the key number
Step 5. The co-efficient of x, in the objective function is 4._Therefore the entry in ¢y
column corresponding to the new basic variable x, will be 4. Dividing all elements of the key
row by the key element 5, the new key row is
u B 0 1 :
- 15 15 "
Transformation of R,. Key column entry 1n R, is 0.
R,(new) = R,(0ld) - 0 x Ry(new)
= R,(0dd) _
Transformation of Ry, Key column entry in Ryis4.

n

=
o
| e

A L

4 Xy

Ry(new) = R,lold) - 4R new)

29 ,(14)_89
‘""‘(ﬁ 15

3
5 __4_]=11
sl
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1-40)=1

The above information is summ
Simplex Table III

— '___h—-__‘\‘
0 0 Rat

arized in the following table.

¢, 3 5 4 0 io
Solution —_
Basis | b(=xp) x, X, Xy LR 5, sy | xglx,
!—d s | 2 1 T A
BEREEIEBRRBEER
14 4 bR B
o . = eyt ¢ 15| 5
3 -3 | @)
= 0o |-=1-2]1 ||zl 4
9 % 15 g 15 5 15)/\15) >
256 ' 34 17 4 ==
* 15 / 4 [l * ] " '_
| > = 0 0 E -i 0 ]
L_r =¢ _Z; 15 -1 5
I T

8 14) (89 256
. Fel 4[], 0(82). 296
& 5(3]+ [15] [15] 15

Since all entries in C -row are not negative or zero, the current sclution is not optimal.

41
The incoming variable is x, and the outgoing basic variable is s. Also 7~ is the key

number.
Step 6. The co-efficient of x, in the objective function is 3. Therefore the entry in cg
column corresponding to the new basic variable x, will be 3. Dividing all elements of the key

41
row by the key element T the new key row is

P 89 15
3 B = 1 S =

Transformation of R,. Key column entry in R, is 8
3

R,(new) = R(old) - 2 3 Rylnew)

§_3(89] 50
3 3l41) a1

Transformation of R,. Key column entry in R, is - &

15

4
R (new) = R,lold) + = Rsinew}

E‘.,.....(ss} .82
15 15441 41
R 0 b1
15 16

4
—_— =0
0+ s 0)

4
I+E(0}—1
_£+_“_(_i]=_£
16 15 41 41
14{-&) 5
5 15\ 41 4

-
15.41) 41

The above information is summarized in the following table.
Simplex Table IV
—
Ratio |
c,—
J
\ Solution =1
cp Basis b= xg)
50 0 l
5 £ '4_1 ' _4- ]\ :
& 0 al a1 \
4 %, = 0 L %
89
2= 185
41
L____“—l——
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50), (62 [§_9]=7ﬁ‘?
5 3=5[Z¥]”(41J+3 a)

Since all entries in C-row are either negative or zero, therefore, the optima] solujy,, .
. reached with . Rig
50 62
x',g%'nga_xﬂ-_-ﬁ and Max. Z = "4_1"
Example 3. Solve the following linear programming problem by simplex methog.
| Moaximize Z=2x;+x;-%, ;
i subject to x,+x,51
X, -2:2—::32—2
x,, X X3 2 0.
Sol. Step 1. The problem is of maximization. As the sign of b in the second i

I negative, it is first converted to positive by multiplying both the sides of the secon i i

by (- 1). Thus, the problem can be restated as o 'nequality
: Maximize Z=2x, +x,—Xg
| subject to X +x,51
' —x, +2x, +x,52
Xy, X9, Xq 2 0.
Step 2. Introducing slack variables s,, s, (one for each constraint) the problem in stapg.

ard form is:
Maximize Z =2t +x,-x; + 0s; +0s,
subject to X, +x 48, =1 A1)
- —x, + 2, 4 x4+ 85,=2 A2)
§o 5 X, Xg, Xg, 8,820

Step 3. Since we have 2 equations in 5 variables, a sclution is obtained by setting 5 - 2

= 3 variables equal to zero and solving for the remaining 2 variables. We choose initial basic
feasible solution as:

X =x,=x,=0;5,=1,5,=2

at which Z = 0
Simplex Table I
[
' ( G 2 1 -1 0 0 Ratio
f Solution e
i ‘g Basis bl(=-\’a) x, x, I I, s, 8y xs)‘xf
0
8y 1 @ 1 0 1 0 % P
0 8y 2 1 il 2 1 0 1 s
Z= 0 e
z.! 0 0 0 0 0
CJ' s zf 2 1 -1 0 0
T
——

Step 4. Si g
Thel:i.n l,me:m_ne : n‘trles in C-row are positive. :’. current solution is not optimal-
€15x, and the outgoine _asic variable is s,. Also 1 is the key number-

gc.anAMMING

,_uJEAR P e 293
Gince the key '_‘“mh" 18 1. new key row is the same as ol
Transformation of R,. Key column entry in R_ s ¢ "

) L iR (-

)]

R (new) = R (old) + 1 R (new)

i

2+1)=3
-1+Kl=0
2+1()=3
L+ 10)=1
0+ 1Yy =1
L+1D)=1

The above information is summarized in the following table.

Simplex Table 11

/_/—ri o) \ 2 i ! [/} 0 | katia |

FIJ' A

2 1
o | e e Tl w ] e L]t
..-l—-'-_-__— 1
g x, 1 1 1 ] ] \ 1 1. L |
0 8, 3 0 a | SO [ Il 1| |
Z-2 Z, 2 2 \ o [z | o ' |
C;= q:',—ZJ 0 -1 l -1 | -2 \l 0 lll |

Since all entries in C}-mw are either negative or zero, therefore. the optimal solution 1s
reached with
=1 x=0 x=0 and Max. Z=2
Example 4. Solve the following LPP by simplex method:
Minimize Z=x,- 3x,+3x,
subject to 3x,-x,+ 20,87
2, +4x,2- 12
-dx, + 3x, + 8¢, < 10
X, X5 X,20 M.D.U May 2011)
r . : A -
Sol. Step 1. The problem 18 that of minimization. Converting il into maximization
problem by using the relationship &
Min. Z = — Max. Z* where Z* = -2 : W'
: c 2 v i tive, it 1s first converted (o positive DY
As the sign of b in the second inequality is negative, . : o
multiplying bolinthe sides of the second inequahity by (- 1). Thus, the problem can be restatec
as

Maximize Z*=-x,+ 3%~ 3%

subject to 3 -5t 24,7
-2, - 4v, S 12
4y, 3yt Bx, <10
Xy, Yo ¥y 2

S AL
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standard form is:
Maximize Z* = —x, + 3x, - 3x, + 08, + Os, + Osy
subjectto 3:|'x2+2x3+s|=?
_2);[-4,,'24-32 =12
—dx, + 3x, +8xy +8; = 10
Xy, Xp, Xg, 8y, 8y 83 2 0.
Step 3. Since we have 3-equations in 6 variables, a solution is obtained by settin

e : : E6-
= 3 variables equal to zero and solving for the remaining 3 variables. We choose initia] hﬁaz
feasible solution as:

Step 2. Introducing slack variables s,, s,, s, (one for each constraint), the Problep, in

x sxzzxsaﬂ;si =7,.sz= 12,83 = 10 at which Z* = 0
Simplex Table I

¢ - -1 3 -3 0 0 ® R
Cg Basis | Solution
b(= xp) I x; ’ x, l Xy J 8, 8y &y 2y/x,
0 s, 7 3 =1 2 1 6 -
0 8, 12 -2 -4 0 1 0 —
10
0 5 10 -+ | (® 8 0 0 1 3 -
Z*=0 z» 0 0 0 0 0 o
Ci=e,-2* -1 ? - 0 0 0
| =

Step 4. Since some entries in q ~ row are positive, the current solution is not optimal,
The incoming variable is x, and the outgoing basic variable is 84. Also the key number
is 3.

Dividing all elements of the key row by the key number 3, the new key row is

10 4 8
3 Xy = =5 1 3 0 0 al'

Transformation of R,. Key column entry in R, is (- 1)

R, (new) = R, (0ld) + 1 R, (new)

7+1[}32J 211'

3

kS 5

3‘!‘1{ 3J =§
-1+ 11 =0
8 14
2+1[3J ='3—

AOGRAMMING
unerf f
1+10) ., - 385
0+ 10) =0
1 1
0+ 1[—] e
3 3

—_— 3
Transformation of R,. Key column entry in R, is (- 4)

R‘(naw) = R,told) + 4R3|‘.newi

-

12‘4[1?0) _1s

&
‘-21'4[-!-}:——2?.
3 3
-4+4(1) =0
8 32
0"‘"[8) =‘§'
Ui"‘“ol :0
1+40) =1

1 4
0+4[3] -E

The above information is summarized in the following table.

Simplex Table I1
T
c;— -1 3 -3 0 0 o |
Cp Basis Solution T ] T | Ratwo |
b(=xy) x, xy 1 . k 5, l 5, | oy '\ xgfey |
| R |
31 14 \ 1 31
— 0 — 1 B | = LI
v 5 3 « 3 | | | 3| 5 |
76 22 32 \ s |
0 8y —3_ - ? 0 ? \ 0 1 3 | \
i |
8 1 |
10 _4 1 = . 0 o | ! - |
3 X, 3 3 3 ; 3 1 |
Z* =10 z* -4 3 8 0 0 l. 1 'l |
J 7 3 0 i1 0 0 -1 |
Cf n C}-— J | l |I |
T

s ok
1 ies i tive or zero, the current solution 18 no

_ Step 5. Since all entries in C,-row are not nega

Optimal,

; : i F Also the key number is
: - . . ing basic variable is s,
The incoming variable is x, and the outgo

5
L
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5
Dividing all elements of the key row by the key number 3" the new key row g

— = 0 b
1 x 51 5 5 B

Transformation of R,. Key column entry in R, is - %?-

22
R,(new) = R,(old) + T R,(new)

76 22 [SIJ _ 354

5 5
. S
~'g +3 ) =
00'25%(0_] :0
32 B[EJ 156
g glsd "E
22 (3 22
0+3[5) =?
TR
+3 zl
4 2_2(1J 14
3t 3ls =5

Transformation of R,. Key column entry in R, is - %

4
Ry(new) = R, (old) + 3 R,(new)

10 1(2] 58
S ey
4 4
—3+§(l) =0
4
l"g[o) =1
140 =
g 28 g
(s -2
0+=|—= -
5 5

X A
_,ﬁ[_l] .3
3 5

The above information is summarized iy the following tap]
2,
Simplex Table 111

’_'-.-ﬂ_-._F
g Basis
-—-'_‘_F_--_‘-'__
-1 x3
0 89 ‘
3 Xy \
i
143 82 9 8
=" A = =T — ey
* 5 i 1 3 5 ‘ s 0 -
. % 9 8
Ci=c;-2% 0 0 g l 3 0 -5 | \

Since all entries in C;-row are either negative or zero, therefore, the optimal solution is

reached with

x -El,xs:ﬁ,xa_:{}andhdu.z*=

L 5

Hence, from (1), Min. Z=- }ﬂ.

14
5

b
xample 5. Following data are available for a firm which manufactures three items A,
B and C: )
Product l Time required in hours Profit
Assembly Finishing in @
A 10 2 80
5 60
- - 4 30 |
C 5 o .
Firm’s Capacity 2000 :
; ize the
Express the above data in the form of linear phr:gmmmmg problem to maxim
Profit from the production and solve it by simplex method.
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: ber of units of products
Sol. Step 1. Let x,, %, % denote respectively the num A B, o |
: manufactured by the firm. i 5-2| 2) 22
. The mathematical formulation of the problem 15: 5) 5
: Maximize Z = 80x, + 60z, + 30%; 4-gf1 =3
biect to the constraints 13 g
suby 1ml*u2+5x3$2000 " 1
- 2 + ey 4,100 )
£y, Xy Xy 2 ’ . o __1-2m el
Step 2. Introducing slack variables s,, s, (one for each constraint) the problem in Stang. ritaeahove blormsiien i ﬁummariz;d_-_. = .
i ard form is: in the following table,
] Maximize Z = 80x, + 60x; + 30x; + 0s, + Os, - - Simplex Table n
subject to 10z, + 4z, + iy + 5, = 2000 = e I s o S - |
: 2x, + 5x, + dxy + 5, = 1009 s Basis Sobutin | % 20 0 0 Ratio :
Xy, Xy X3 5,8,20 =0, e : g bi=xy w0 T —————— = I
Step 3. Since we have 2 equations in 5 variables, a solution is obtained by setting 5 s —-—+__’ ] s x, | & 8y x,lx A
: 5 - s : — —— 2
:!- _ 2 = 3 variables equal to zero and solving for the remaining 2 variables. 80 | x| 200 | 1 T R T 1
; An initial basic feasible solution is obtained by setting x, = x, = %, = 0 so that s, = 2000, | ‘ 5 1| 7 | 1o o | so0 |
' s, = 1009, y . i R 0 | %= 609 0o | (31 N 1 | - ‘
The initial simplex table corresponding to this solution is given below: e . e i | | == 1 4 | s |
| 7 = 16000 | Z 80 @ | a =t 1
Simplex Table I ; ) |I 0 | 3 ° |
| ¢~ 80 60 30 0 0  Ratio _ . _° | '
= Step 5. Since C -row has e J
| cp Basis Solution . : P 2! & positive entry, the current solution is not optimal
g bi=xg) x, %, xg s, 8y xglx, The incoming variable is x, and th . . D
: : € outgoing basic variable is s,. The ke is 21
0 5, 2000 4 5 1 0 200 - 2 Y oumber is
1009 Dividing each element in the key row by the key n 21
ot ber — i
0 " 1009 2 5 4 0 1 2 ¥ number 5 . the new key row is
| B x WU 3 ¥ oA 5
Z=0 z, 0 0 0 0 0 7 21 21
[ : J C=¢-Z 80 60 30 0 0 Transformation of R,. Key column entry in R, is é
Step 4. Since C-row has some positive entries, the current golution is not optimal. R, (new) = R,(old) - % R; (new)
The incoming variable is x, and the outgoing basic variable is s,. The key number is 10. 5
Dividing each element in the key row ie., s,-row, by the key rnumber 10 the new key 200 - 5 (145) = 142
row is 2
1-—(0) =
0 x 200 1 <+ 1 1 5 :
5 2 10 2 9
Transformation of R,. Key column entry in R, is 2. gy
Ry(new) = Ry(old) - 2R, (new) 1. E{il =
1009 - 2(200) = 609 2 541 14
2-2(1) =0
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Since C,-row has some positive entries, the current solution is not optimal. The ey,

ing variable is x,. pa— "
Step 8. From table [, we observe that there is a tie among the s,-row and s,-row, Thig is

an indication of the existence of degeneracy. :
To obtain the unique key row, we adop the following procedure:

(i) The co-efficients of slack variables s, and s, are:
fow e Column j

| s
0
1

{ii) Key column element in s,-row is 1 and in s,-row is 5.
Dividing the co-efficients in s,-row by 1 and in s,-row by 5, we get the following ratios,

[ Row ' Column
| ’ &) 8o

|
|
]

o'

1
1
0
f 8, [ g:ﬁ

(£if) Comparing the ratios of Step (ii) from left to right columnwise, we find that in the
first column, the second row yields the smaller ratio and, therefore, s,-row becomes the key
row and s, is the outgoing basic variable. The key number is 5.

Step 4. Dividing each element in the key row by the key number 5, the new key row is

2 1
B o BRI e
Transformation of R,. Key column entry in R, is 1

0

R,(new) = R,(old) — 1 Ry(new)

2-12) =0
1-11) =0
1_1[3J o
b 5
1-100 =1
0—1(_1] . !
5, 5
0-1(0) =0

Transformation of R,. Key column entry in R; is 3

R, (new) = R4lold) - 3 R (new)

w "

12-3(2)
3-3(1)

=6
=0

LINEAR PROGRAMMING

8-3( E] 4 403 L
1 5 'g.
030 ¢
o~3(3) Ly
BECENN, . I :
The above information js sul;‘_m;:z;d- :——r: . ‘
n tl
S © following tabe
- - implex Tahje 11 |
[ s | o i |
Solution SN 3 B '__E ————
5 Basis_ b= x,) g ‘I" e i 0 Ratio
| — 1 x T —
& B e B i B
9 " 0 0 2 s e A
3 : !
\3 1 )
5 2 2 1 5”’ 5 0 0 -
5 0 L ‘
0 s, g 5 | 9 ‘ 5
3 6 0 34
~ 3
Z=10 _‘_-_h-_'—'__““‘——ﬁ—-—-.-_._u S 1 2
P Z} 5 5 0_"—*—-—_ ! S 17 1
C=e~2, 0 1 0 ‘ l ¢ i
PR N i SRS EILLT

Since C -row has —J

tion is not optimal. The incoming

iable i i : 2
variable is x, and the outgoing basic variable is 5;- The key number js 3
5

Dividing each element in the ke
¥ row by th 3
¥ the key number 5+ the new key row is

8 = 0 o % =
3
Transformation of R,. Key column entry in R,is 2
_ " 5
R,(new) = R,(old) - % R (new)

2
2= =
5l0] 2
2
I—EIO} =1
E--z—ll! =0
5 5
2(5 2
“”5[3} 8
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1}
23 |

|-
1
S|

E

(=]
\ ¥
DR ;e

; . 34
Transformation of Ry. Key column entry in Ry is 5

34
R, (new) = R lold) - 3 R,(new)

6-H o =6

5
0-H @ =0
2
4 _ 3.0
5
E“;[E] .
e T E
s_y_rﬂi]ﬁ
6 5\ 3 3
4
1-3?:'0} =

The above information is summarized in the following table.
Simplex Table III

B ¢ - 5 3 0 0 0 | Ratio %
Solution | T _i
g Basis bi= xg) x, X 8y | s, E _4
b 1 |
3 x, 0 0 1 -5 3 0
2 1
= = 0
5 x, 2 1 0 3 3
34 5
0 8y 6 0 0 = ? E 1
5 2
Z=10 iz Lt o 0
! " 4 3 3
i 5 2
| C=c-2 0 0 — S 0
it A :
] | 2 | -3 .

Since all entries in C-row are either negative or zero, the optimal solution has been

oht.ained with .t‘ = 2. 12 =0 ﬂnd Max Z = 10‘

NEAR PROGRAMMING

L
m

e —

plex method, solve the following
problems (] _g).

[sing Sim ;
1. (1) Maximize L= X +3x,
subject Lo

lineay Programm thg

v, +x <8
Dirine pie
y 1 a0 T=x 4 G Xio Xy >
(i) Maximz« Z X, + 8x, Xy 20 - ‘
subject to d Dee. 2001
X, + 2.‘.- < |l|
D<x <5

Osx,<4

(iiny Maximize Z =6x + 4x,
subject to h

(i) Maximize % = dx, + 5x, X, %, 20
subject to g

X -2x,s2

2oty <6

X Tix,E5

- [] + \'j <2

£, X, 2 (1]

(1) Maximize Z = 45x, + B0x,

subject to .
ox, + 20x, < 400
-

2. (N Maximize Z= 10x, +x, +2x,
subject to ‘ X, +x,-2x. <10

X, o, 2%, €
-l,\'T T tx, 520
- . e k20 (M.D.U. Mav 2009
(1) Maximize Z=5x +4x,+3x, L B

subject to

v, +a,+dy, 515

X X Xy 20
(i) Maximize 7= X, + X, + 3,
subject to

3x, + 25, + 3,53

'.:.\'I‘.\."_'I_E'L'

() Maximize 2= dx, + 3x, + 4x, + 6x;
H'I.I.bjt‘t:t to X + 2x, + 2y xS 80

2y, +2x, +x, 560

1
3x, +3v, + X, HA, S 8]0
! g A
O O U - 0
Maximize 2=y

3 L . £
subject to 2y, 4+ x, - €2
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=6
4o, +x, 4 Xy

Xy, %y X, 20 - | What should be the dajly Productiog of
imize Z = x, - 3x, + 2x. | » and solve it by simplex method, €€ type of beiyy Formulage 1
4. qunm:ze =x, - 3x, 3 8r,-x,+ 26,57 9. A farmer has 1000 acres of lang o0 whigk 18 problem as an LP model
subject t» - 2%, +4x, < 12 corn costs T 100 for preparation "'?Qulrelt? he can grow <Orn, wheat o soyahe
- heat costs 7 1 : S 7 man ¢ o OF Soyaheans. Each acre of
—dx; + 3x, + Bxy < 10 :: :ny?benns cmﬂ:g ;‘aﬂe::tre» Tequires | man d:‘;:c:;:‘“i and yieldg o profit of ? :; ::r:t:e
*pare, i 0|
Xys Xgy Xy 210 (M.D.17, Muay 200g, farmer has ¥ 1,00,000 for Pr&::urnt Tequires § man days u[wur:nd Yields a profit of 7 40. An acre
5. (i) Maximize Z=5x +6x,+x, should be allocated to egcy p-mi t‘:un and can couny, gp 8000 m:“g W-'ldrﬁ a profit of 2 20, If the
) subject to B, +3x,— 26, S5 simplex method. Maximize profips Formulate th::!;: a:“lrlrt'lphfmﬁmalny MT
+ 2% —-x.22 L 5 o and solve o ¥
55, ‘Lr‘ + :rli <3 10. gmiﬁ:::;dﬁmhrus discontinyeqd Production of 4
X —4x, + Xy —)- i erable excegy Production capacity “acertam unprofitable product line. This
et em::i:tf:?r:l;::rffunc t[':r ore of three Products 1 2 i;.nd,n:ﬁ';:(‘m '* considering to devote this
(i) Maximize Z=x +4x,—-x, an machine-hoyrg required for egep, i Df:lhe- & ﬂ"ﬂ'llable capacity on machines
aubjer:t to = 54\'| + E'x: ) 2‘.1 <30 e — LR _____' ﬂ?spi‘twe- product, is Ewven below
—xy 4 3x, + 6x, 512 . Available Tima _ _P —— T
Xy i X 20 Machine Type fin Mﬂf’lim-hmm Per week) . \.fm;,r:]d::‘” ety
Machine-hours per unit)
8. (i) Maximize Z=3x +9x, _ T T |
; e ——— et | P P -
subject to X, +4x, S: Milling Machine S Al __‘1 roduct 2 | Product 3 |
< - v
i >0 Lathe 150 ‘ x | 2 3
el Grinder 50 [ 4 3 0
(if) Maximize Z =50, + 60x, + 80x, —_— et ) - J_ — 1
subject to 2, + x, + 22, <50 The profit per unit would be 2 20, % § an S 5
x, + 6x, + 2x, <50

dT8 respectively for product 1. 2 o

. nd 3. Find how much
Ce In order to maximize profit?

of each product the firm shoyld produ

x, +2x, +x,<26 11. Acompany can make three different p

Xy X5 X320
(i) Maximize Z = 107x, + x, + 2x,
subject to the constraints 14x, +x, - 6x, + 3x, =7

- What should be the daily -
o p¢ Ny tion of each of the three products i i g R
1" g2 - S

3x, =%, ~x, <0

g Answers
Ry X Xy X, 20 (M.D.U. Dec. 2010) L 0)x=0, x,=4; Max Z=8§ i e, =2, x,=4; Max.Z=14
7. AR akes two types of furnitures, chairs and tables. Profits are 20 per chair x;md T 30 per ) 7 M
tab!:nl;:th product:z:;e processed on three machines M,;, M, and M,. The time required for eadl (i) x, =100, x,=0; Max. Z =600 livhx, = 3 &g Max. Z = 16
product in hours and total time available in hours per week on each machine are as follows: W)x, =24, x =14; Max Z = 2200
: T : ; i | 2. x,=5 x,=x,=0;, Max.Z=50 i)z, =0, x,=3, x,=4; MaxZ=24
{ Machine l Chair J Table Available Time = ekding 2 1
= - =1 L =3
M, [ 3 [ 3 36 | “.““: o 0 x=1 M“mz s o
M, 5 9 50 (w}x,=—1-3-, x,=0 xa-—ﬁ. T Max. Z = 5
M, 2 6 60 J 3. x,=0, x,=4, x,=2 Max.Z=10 4x =4, x,=5, x=0 MinZ=-11
o 5. (i) Unbounded solution (é6) Unbounded salution
How should the manufacturer schedule his Production in order to maximize profit? [Hint. When each entry in the key column is negative or zero, Z is unbounded|
implex method Ty = 7 = 2000
(R stuy o fraer 6. ()x,=0, x,=2 Max.2Z=18 @z = 1, =0, x,=25 MaxZ=2
8. A company makes two kinds of leather belts. Belt A is high quality belt and belt B is of e (iii) Unbounded solution, [Here x, is also a slack variable|
quality. The respective profits are ¥ 4 and 7 3 per belt. The production of each of type A rsq ake 7. 3 chairs and 9 tables per week, maximum profit = ¥ 330 eek. Then
twice as much time as a belt of type B, and if all belts were of type B, the company could m 5% [Hint. Let x and y be the number of chairs and tables to be produced per wee!
1000 per day. The supply of leather is sufficient for only 800 belts per day (both A and B c0 xand y

bined). Belt A requires a fancy buckle and only 400 per day are available. There are only w Max.:imize Z=120x+30 3x + 3y € 36
buckles a day available for belt B. bt b

5x + 2y £ 50
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2y + By < 60
x,yz0
8. Let x, and x, be the number of belts of type A and B respectively manufactured each day. They
the mathematical LP model is:
Maximize Z =4x + 3x,
subject to 2r, +x, < 1000
x, +x, < 800
x, <400
x, = 700
x,x,20
Optimal selution is x; = 200, x, = 600; max. Z = ¥ 2,600.
9. Letx, x,, v, acres of land be allocated to corn, wheat and soyabeans respectively. Then
Maximize Z = 30x, + 40x, + 20x,
subject to 100x, + 120x, + 70x, < 1,00,000
7x, + 10x, + Bx, < 8000
x, +x, +x, <1000
X, x5, 1320
Optimal solution is x, = 250, x, = 625, x, = 0; max. Z = T 32500.
10.  Letx,, x,, x, be the number of units of product 1, 2 and 3 to be produced per week, Then
Maximize Z = 20x, + 6x, + 8x,
subject to 8r) + 2v, + 3x, < 250
4x, + 3x, £ 150
2e, + x, <50
X, X, X%, 20
Optimal solution: x, = 0, x, = 50, x, = 50; Max. Z = 700.
11, 20 units of A, 20 units of B, 0 units of C with max. profit = ¥ 1700.

7.13. ARTIFICIAL VARIABLES

In the linear programming problems discussed so far, we have the following character-
1stics:
(1) The objective function is of maximization type
{i1) All constraints are of < form
(12i) Right-hand side of each constraint is positive,

Adding slack variables, all inequality constraints are converted into equalities. Initial
solution is found very conveniently by letting the slack variables be the initial basic variables
so that each one equals the positive right hand side of its equation.

A!I linear programming problems donot have the above characteristics. Now we will see
what adjustments are required for other forms (2, = or b, < 0) of linear programming problems.

When the constraints are of < type but some b; < 0, after adding the non-negative slack
variable s, the initial solution will involve s. = b_ < 0. This solution is not feasible because it
violates the non-negativity condition of slack va!fiable.

When the constraints are of > ty]
and letting each decision variabje equal
This solution is not feasibje because it

pe, after adding the non-negative surplus variable s;
Lo zero, we get an initial solution — 8;=b,ors,=—b,< 0.
violates the non-negativity condition of surplus variable.

i

LINEAR PROGRAMMING

Th"".“ introc‘l)l.llctiun “ralack"""mlus Variableg fa;) i
pgramming problems. Such proble Als 1o give 5 basi o :
E;Pf:jned below: ™8 are solveq by t "¢ solution in many linear

he artificia) variable technique

I'_?_‘!’.il_"pLEx METHOD 1M-inimlz.u°., ca“)

Consider the general linear Programming prop
em:

Minimize Z=¢x, + Xt te,
subject to the constraints

a
114 +u12x2 o +qln“'n Zbl
Goi%) + QX 4 ... 4
a2 ‘ a!nxn:-'hz

Minimize Z = ¢.x, + CpXy + .

subject to the constraints
a,,x, + Qs + ..
02].\:! + Qs + ...

e # € X, + 08, +0s, +

and X 20, Fuk2 .
520, (i=1,2, ...m)

. An ir}itial basic solution is obtained by assigning zero value to each decision variable
i.e, by setting

Thus, we get
-8 =b, or 8==b,
—-sy=b, or s,=-b,
~8,=b, or s =-b_
which is not feasible because it violates the non-negativity constraints s, = 0.
The simplex algorithm needs modification. We now introduce m new variables
Ap A, .., A, into the system of constraints. :
These new variables are called artificial variables. The resulting system of equations
‘an now be written as

Where
and

\

ey . O 7 TTVY FUN
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Thus the standard LPP has been reduced to a system of .n.: equations ?n‘in +2m) varia)
|n decision variables + m surplus variables + m artificial vanablelsl, An initial bagje feasib?
solution can now be obtained by setting (n + 2m) — m = n + m variables equal to Z8ro ({ ¢ :
setting each decision variable and each surplus variable equal to zero). Thus the initig] ba_sby
feasible solution is given by A, = b, A, = b,, ...... yAL=b ic

This, however, does nol constitute a solution te the original system of equationg becay,
the two systems are not equivalent. To remove artificial variables from solution, we use »

Big-M Method or Method of Penalties
We assign a zero co-efficient to surplus variables and a very large positive co-efficien;
+M to artificial variable in the objective function.
Therefore, the problem can now be re-written as follows:
Minimize Z = ¢ x, + ¢, + . 4 €,%, + 05, + 05, + ... + Os,, + MA, + MA, + . 4 MA_
subject to the constraints
ApfytapX v +a,x —s +A =b,

Qop¥y + GgpXy + e + 8y, X, — S, + Ay = b,

e tod amZ""! * oo ¥ amnxu —Opt Am = bm
and 520,(=12, ..,n)

5,20, Az0=12..,m)

Solve the modified LPP by simplex method.
Test for optimality. Compute the values of C_; =¢,— Z, in the last row of the simplex
table.
(i) If all entries in C-row are non-negative (i.e., = 0), then the current basic feasible
solution is optimal.
(1) If Gy is most negative [i.e., C, = min. (C;: C, < 0}l in a column and all entries in this
column are negative, then the problem has an unbounded optimal solution.
(i2i) If C, has one or more negative values, then select the variable to enter into the basis
with the largest negative value, i.e., select x;, when C, = min. |C_,: C} <0}
Determine the key row and key element in the same manner as discussed in the simplex
algorithm of the maximization case.
Remarks 1. At any iteration of simplex method, one of the following three cases may arise:
{f} There remains no artificial variable in the basis and the optimality condition is satisfied,
then the solution is an optimal basic feasible solution to the problem.
(i) There is at least one artificial variable present in the basis with zero value and the co-efficient

of M in each ( , value is non-negative, then the given LPP has no solution i.e., the current basic feasible
solution is degerate.

i) There 1s at least one artificial variable in the basis with positive value and the co-efficient °f
M in each C-value 1§ non-negative, then the given LPP has no optimal basic feasible solution. In this
case, the given LPP is said to have g pseudo optimal basic feasible solution.
2. The artificial variables are fictitious. They are introduced only for computational purposes
and donot have any ph ysical meaning or economic significance.

8. The constraints with > inequality sign require a surplus variable and an artificial variable.

LINEAR PROGRAMMING

The constraints with - Sign reqy: ’

artificial variable has to be added to !etll:jl]m ne
G e

4. By assigning a very large per ikt

function, these variables can be removed fro, e LY 1 sach o

= ¥ 9 from thy . o the arif, o
a penalty is designated as - ) $i mXimiuu: SIMplex table o ravdy ai:l:hl v ariables in the phjective
M=>0. % Problems and 4 b e o °°OMe non-basic. Such

0F minim

5. No feasible solution exigts
the optimum Big-M simplex table, |

zation problems where
o lh(lt Problem jf 4|

. B L. .
formulation of LP problems where the resouree, “os the presence of e "ﬂsll-a[:::,‘ be driven gut in
Qe = not suffiej constraints in the
6. In minimization problems, key €0t 10 meet the Xpected demands

In maximization problemg, key

71t mFSlbe noted that a]| Varigbles, pyee t th ;

may re-enter in a subsequent iteration, Bnt.a pLtt ¢ artificial v,
Therefore, in the iteration subsequent 1o o1 . *
compute the column for the particy]ay

Example 1. Use the penalty (B;
g-M} !
Mikinidia: 2w 5o oy method to sofve the following Lp problem:

subject to the constraints

2, + dx, < 12
21’12,(?; 10
9%, + 2x,> 10

X, %,20

and

Sol. Step 1. The first con

straint involves < . We
thereby getting ) ’

introduce only a slack variable s,

2x, + 4x, + 8, =12
The x_;eeond constraint is striet equality and
surplus variable. We add only an artificial variable
20, + 20, + A, = 10

: The third constraint involves > . We introduce a surplus variable s, and an artificial
variable A, thereby getting v

Sx; + 2x, -5, + A, =10
The standard form of the LP problem now becomes:
Minimize Z =5x, + 3x, + Os, + 05, + MA, + MA,
subject to the constraints 2u, + 4y, +5 = 12
2, + 26,4+ A =10
B, + 26, -5, + A, = 10
™ St o AZEU iabl lution 15 obtained by setting
i 1 i vanables, a solution 15 ¥
6-3 :—S ?E:-ms;;‘:: ezEﬁTﬁEszrj 11:;'-1;0'};;1 for the remaining 3 variables. An initial basic

: ore. + 111 sic feasible
feasi : : ; : = x, = s, = 0. Therefore, the initial basic t‘t'ﬂ.‘.llb
Solutli];fl si.:l:hon]:; . thtallgm‘:‘l\ b{ sle(:t;iﬁxzf =10 M + 10 M = 20 M. The initiai basic feasible

b oy ol A

Solution is given in the simplex table below.

requires neither a slack variable nor a
A, thereby getting

Y

N Y san. W Y
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Simplex Table I
=) S [ _-—_—__‘_“—_‘__‘“-\_
| =¥ 5 3 0 0 M M Rag,
' Solution |— - .
] 3 |
‘ e Basis bi=xy x, g 5 B2 A, A | Xylx,
[ | d i 3 | %
| 1w | 4 1 0 0 o |12
0 # 12 2 5 =6
]U |
: - 0 0 1 o | 10
[ ™ A, 0 | 2 2 S«
l 10 [
¢ g -1 0 1 .
‘ M ‘ ﬁ‘: 10 \5) : 9 5 =2
Z-oom | | _4 ™ 4M | 0 | -M M
C=c¢c-2 5-TM S—QMI 0 M 0 0
' 4 / ) 1

variable is A,

is 5.

Some entries in C-row being negative, the current solution is not optimal.

i i . is 5 = 7 M which lies in x,-column. Therefy
Step 3. Largest negative entry in C; row is 5~ 3 ; re
the inmmi‘;g variable is x,. The ratio 2 is minimum n A,-row, therefore, the outgoing basi,

New key row is

E & & 1 0 -

& be

Transformation of R,. Key column entry in R, is 2.

R (new) = R,(old) - 2 R (new}

12-2(2)=8
2-21)=0
(2 16
4-2|—|=—
\5 5
1-2(0=1
0-2(-1).2
\ 6/ b
0-200=0

Transformation of R,. Key column entry in R, is 2.

Ry(new) = R,{old) - 2 Ry(new)
10-2(2) =6
2-21)=0

2—2[3]=§

5/ &

0-210)=0

(In further simplex tables, we will not compute the A,-column). Key elemen;

LINEAR PROGRAMMING

0-2(.1)_2
\ 5] 5
—— _ _1-%0)=}

New simplex table i given below —_—

Simplex Table 11

—
] 5 7 RS
i Solution | _ e i
i ey Basis -&_bl'l.tf- x, x, | &
—0 7 | 2 | t
—t
0 ﬁ B ] (E.
\5./ 1
M A, 6 0 -
2 15
5 x, 2 1 : 4
SR B, SO0 ﬂ; e
Z=10+6M | Z} | 5 2+ fi_\[ 1]
s |
’ h M
CJ‘C;":: 0 1 e
l |12 T

Some entries in CJ

Step 4. Largest negative entry in Cj-row is 1- ESE which lies in x,

413
M Ratio
¢ | A xJx,
2 1T s |
5 LI} 2 s
2 | i
5 1 >
1
g | 0|5
e o |
2M |
5 M
ZM
= L]
5

-Tow being negative, the current solution is not optimal

-column. Therefore

3 . : . g B
the incoming variable is x,. The ratio 2 18 minimum in s,-row, therefore, the outgoing basic

variable is s,. Key element is %
New key row is

3 3
*2 16

5
2

Transformation of R,. Key column entry in R, is

6
R,(new) = R,lold) - 3 R (new)

6(5)
ﬁ-a[§]=3
G—E'U’:ﬂ

b
6—--§l1' =0
b &

2

b

A
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Transformation of R,. Key column entry in R, is 5

2
R,(new) = R,(old) — 5 R,(new)

2(5
2-3(3)-
1= 20y ad

2

2 2
———Ilt=0

5 5
2( 5 1

0-2 _]=__
5[16 8

_l_E"_l E

S‘HJ 4
2
0-= =0

Simplex Table III

A TEXTBOOK OF ENGINEERING M"THEM“
]

L e .
[ [ ¢, = 5 3 0 0 M Ratio
j | Solution
| cy Basis bi=xp) x, Xy 8, 8y l A, xsfsg
L
| 5 5 1 (5/2)

F bt o o —_— = 20
! 3 r.‘. ' 2 0 1 ! 16 8 0 iva:

s (1) 2wl
M A, 3 0 0 == [ = 1 i Y
8 | \&/ ()
| 4/
3 | 1 1 0 e o 0 ==
| I [ 8 -+ e
25
Z=- +3M Z ' 5 3 i_ﬂ _E+E
2 'y l' . 6 8 BT M
|
N o 5 3M 1
Guusm| @ | g [ 2. X 4
! | 6 8 |8 4

i & : . T e e

Singe i ] . :

¢¢ one entry in C,row is negative, the current solution is not optimal.

LINEAR PROGRAMMING
—

415

Step 5. The only negative entry in C
4

Towis L. M .

. . . . . = e

the incoming variable is s,, The ratiq 121is minimu,—: = .; _m::ht::es l,n $,~column. Therefore

variable is A;. In further simplex tables N 17 Wherefore, the outgoing basic
’ com

New key row is

0 s 12 o 4 _

1

LR

Transformation of R,. Key colump entryin . i 1
1

—_—

: 1
Rll[new} = Rlloldj - E Ry(new)

Transformation of R,. Key column entry in R, is —%

1
Ry(new) = Ry(old) + 3 Rolnew)

1 lI12 =4
+‘4 )=

1 llm—l
,4 =

pute the A —column. Key element is L "
4









7.

10.

11

13.

Mirumize
subject to

Minimize
subject to

Maximize
subject to

Maximize
aubjett to

Maximize
subject to

Maximize

subject to

Minimize
subject to

Minimize
subject to

Minimize
subject to

Maximize
subject to

Maximize
subject to

Z=2r,+%;

1531’6-?

Z=2x+Yy

Z=-3x+2

Z=8c+2y

Z=3c+4y

z:ﬁ.'lII*'h'z*axS

Z‘:II-I:‘axa

= .
L=x +2x, +xy

z=2t1 +x=—x3

L=3x -2+ x4

A TEXTBOOK OF ENGINEERING MATHEN“C
S

1}_\!512
5r+ 2y =36
Tx + 4y 2 14

xyz20.

x, +xz+113100
2xl+x2250
x,.x,.xsza

x4 2yt xy=4
x3+x3=1
xlu,ss
xl.xz,xazll

2 -x,-x5-1
&l+312+2‘:|= 12
xl.xz,xako

x +2,+x,55
_xl+x.‘,+132_'1
:l,xz,xaaﬂ

L rX,+x81

X =X, +2,22

X -x,-x,$-6
Xy Xy x5 20,

NEAH PﬂOGRAM"ING
L"’-——_ \
Z=3.l'|+21'21-3x3 an

(4 +Maximize
ubject to :
8 h’]“ﬂt:lgz
3"‘”“3*2(,?8
) - , XX x>
Maximize J_xl+2r2+5x:l,_xq r¥ux20

15. oct 0
suby Il+2’z*h"=]5
2.1',+x..,45x;|:20
X]*2x.:+x:l¢.t‘=10
XXy Xy x 20,
Answers
2
_ —;Min.Z=8
L x=0y=3; [
Z Z.x--'!.y:?;Min.Z:ﬂl
3 _‘E.M‘ G
g n=phTpiMnTacs y
: s -2 =10,y = 0; Min. Z = 30
x=1,y=08;Max.Z2=7 ?
»X=6,y=10; Max. 2 = 2

7. No optimal solution (since in the simplex table I g en
1 : 11, all n'eg'nrmwaenega ve or zero so
that the simplex procedure terminates. Byt an artifieial t‘»a,-ia:,[ & h % & o
€ with non-zero value exists in

the basis).
8. x=4._y=8;Max.Z=44 -
9“‘1‘25"1=U»¥-]=75: Min. Z = 350
10. x,=3%=0x=1MnZ=0 il . H 7
e B - S .fJ=I;Mm.Z=§
120 x=1x=2x=0Max2Z=4 13. No optimal solution
14 x,=0x,=2x;=0;Max. Z=4 15‘x|=’==‘3=§-1‘=0‘\{ax 7-15
- 2 » & - - o),

7.15. DUALITY CONCEPT

With every linear programming pro i i
lem calle-d its dua’l since every LPP catf l[))e al.:::lm: tiﬁfﬁ?:::::alze::hgm?amg, ?mb.
data or |_nf't_)rma_mon. For exarfal:fle, profit maximization problem can be aee(:-nua: ? ar:(li;‘tmnalf
ﬁ:t Eu'l_lmlzatwn _and cos't minimization problem can be viewed as a problem ofn': -
he efficiency of_usmg available resources. The original problem is called primal d“lllmmng
ciated problem is called its dual. In general, either problem can be cons?;:::d azn prithlaZiloti

the other its dual.
7.16. FORMULATION OF A DUAL PROBLEM

i;:pPose the primal LP problem is in the form
aximize Z =c,x, + ¢, + ;

[ 1 2: ........._._*‘lnxu
subject to the constraints ;

By Xy Bjg Xy + ioceinens $ 8, K, S by
Bgi¥Xy + Bag Xy + crociriseee $ g £, S8y
ﬂmlxl +am2.1.2+ ........... +ﬂm".\f" =0,

>

and
LT S— " k-
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Sol.
Step 1. The problem is t
by using the relationship
Min. Z = — Max. Z*, where 7+ = — Z, we have
Maximize FAR e 2x, — 3xy
subject to 2x;, — X, + X3 >4
x, +x+ 2r, S 8

xz—:1>?2

hat of minimization. Converting it into maximization Probe,
m

z
Xy, X Xy = 0

rting 2 type constraints into < type, the L.P.P. takes the form

Step 2. Conve
Maximize Z* = —x; — 2%, = 3x,
subject to = 2x; + X, — Xy <-4
X, +xp* 2x, <8
— Xy 4 Xy S 2
Xy, Xy Xy Z 0
Step 3. Introducing slack variables s, s,,
Maximize Z* = — x, = 2x, = 31, + 08, + 0Os, + Os,4
subject to  —2x, + X, =X, + 5 = -4
X, + %+ 2c,+5,=8
—xz+x3+s“=—2
X, Xp, X3, 85 Sq, 8y 20
Step 4. The initial basic solution is given by
x; =I2:xs=0-sl:'4:32=8-53=_2

s,, the problem in standard form is:

at which Z* =0
Dual Simplex Table I

[ — | | e~ s -2 3 | o 0 0
Cy Basis | Solution
| bi=xp x, x, Xy s, s, | %
!k — - 1
0 - ‘ -4 @ 1 -1 1 0 i o |
f 0 ‘ 5 | 8 1 1 2 0 1 0
0 8 ‘ -2 0o | -1 1 0 o | 1
[ Z*=0 Z» 0 0 0 0 0 0
I | | G=¢-2°| -1 -2 -3 0 0 0

Step 5. Since all C <0 and at least one b, < 0, the initial solution is optimal but infeasi-
ble. So we proceed further.

Step 6. The most negative b, is b, = - 4, the first row is the key row ands, is the outgoing
variable.

Ste;_p 7. The kley row has negative entries. The ratios of the elements in C TOW to the
corresponding negative elements of the key row are

el il-=d .
-2 2" -1

' e g |
Smallest ratio is = Thas: . 429

LINEAR PROGRAMMING : s

veolumn iy g
; St?pbf' ng key element is - g, g0
pasic variables. Since the key elemans - " Grcled. The
y . B 1

: . nt is 3 ¢ b
element — 2 to make it unity. Thyg_ ), '8 Mot 1, diyide ) nlp“ basis containg x

1 € new ey row is “ments of the key I'L\: i:}x:c!":; ;(T:
i x, 9 i 1 : Y
’, E .‘ l
Now we make‘all other elementg . 2 2 BT ] 0
Transformation of R,. Key e ¥ column ey,
e e ntry j :
ij_new] :_RE (old) -._ﬁi“ Gle:—?-" oo l._ o
3-—1(2]:(-3' 1‘_1‘1_’:0‘ ]_—lll—_-l_]_.a.
T
31 [_1] a3 \
==, 0-1{-1).1
2) 2 [ 2J~§. 1-1(0)=1
9 -1(0)=09
Transformation of R, K“j“_‘:‘_’l_mE;r;FyTrn oo —
o . R“new]: Ramld) ¥ ]
The above information is summarized in the followin, tabl
% g table:
T Dual Simplex Table 11
[ I S &
_ C— | -1 | =2 Bl e T T
| & Basis | Solution N T g S O
. b(= IB,J x | | T !
L | i . | "1 82 Sy
-1 %, 2 r 1 ] 51 1 1| ‘
2 2 g A TR
0 5y 5 0 3 3 | 1 '
; ME It e
s -2 0 ' 1 1
0 0
 — |, :
| 2a_2 . 1 1 i | '
l 2; =1 | = | - = o | o
i ! 5 5 ! 1|
CJ = i::.l — Z, 1] |I - E | — .—_) | - E 0 J_ 0 I

Step 9. Here all C,<0butb;=-2<0, the current solution is not optimal. So we repeat
steps 6 to 8.

3 The third row is the key row and s, is the outgoing variable. The ratios of the elements
o C;'mw to the corresponding negative elements of the key row are

5

I

-1

R
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4% i e T bl 6, _k_"""&rﬁs. _NEAR PROGRAMMING
ie the incoming variable. e key ele
i« the key column and x, 15 ' r Men ;
The -';jmll:dm?: is : an!; introduce x,. The new basis contains x,, s,, x, as the bas‘m = |
- 1, shown circled. Lrop sy the key element — 1, the new key rqy, e ic step 5. The only negative entry ip ¢ ¥ 5 415 L
Tow ig —

: ‘i of the key row by
bles. Dividing all elements . cu
varial es._ 2I . 9 0 1 -1 ‘ 0 : ? -1 the {ncoming variable is s,. The ratio 12 g i 8 4 Which |jgg TP
key column (i.e., X;-column) zero. Dimuyy, | . fytolump
Now we make all other elements of the key " 2 cgriable is A. In further simplex tabjeg " A row, lh*‘-‘r&fnr: 5 ::K Therefore
- e ; »We will noy * M€ bulgoing basic
Transformation of R,. Key column entry in ey ‘ New key row is OMPUte the A olymp Ke 1
e - ey element i5 -
- 1d) — (_1) R, (new) P ¥ A2 @ 3
R, (new) =R, (0 ] 0 =&
2
- 1 T 1 Transformation of R . Ke )
2+§1c2}=3, L4z M=l ~gtgli=e v ey eolimn eotey in g, gy 1
e ——
= 1 TR ——
.l+-21{—1]=0. -‘;‘+%[0)=—%, 0+§(03=0 : R‘mew"ﬁl(dd"‘gﬁglnem I
2 T B
5 1 T
1 1 > —=(12
0+—(-D=-— 9 gletal
2 2
0- l 0 =g
Transformation of R,. Key column entry in R, is 7" T
3 1-=10) = |
Rx{new)=R2(old)—§R3(new) 5 _1( 8 1
— 16 B — E}I = E
3 3
~ 6-32=3 0-3@=0, =-Zm=0 I i
2 2 2 2 . Em =0
~ 38 8 1.3 1 3 —HaE ot
3. 3 _p=3 =-20==, 1-=0)=1 i 1
2 2 2 2 2 2 Transformation of Ry, Key column entry in Ry is - 1
4 I
0- 3 (-1= 8 ; 1
2 2 i Ry(new) = Ryfold) + = Rynew)
The above information is summarized in the following table: -
Dual Simplex Table III Lk %,_12, =4
[ C’ — -1 -2 -3 0 0 0 L
Cg Basis Solution |— 1+ Ilm =1
b(=xp X X, Xy s, 8y S3
—_—t 0+ 5@ =0
1 1 4
=i x, 3 1 0 0 - = 0 =
e | JLloa 3y
3 8 4 L 2 ] ~ 8
0 ay 3 0 0 3 -i; 1 2
-2 x, 2 0 1 =i 0 0 —1 ~=+—(l=0
S| (W
= 5
Wa=1 A -1 -2 2 - 0 5
5
C,=c_,—ZJ‘ 0 0 -5 __l 0 g
| 2 2
—




T— e Bk

7 e R TR T

A TEXTBOOK OF ENGINEERING MaTHgy,,
Ticg

- . - LIN
The new simplex table is given below. The initial basic feasible solution jg
'S Biven in the . 417 1
e

Simplex Table IV .

g I & 3 0
B | o 5 O | Puti
| Solution B s e e |
) 5 & |
| . | Bosis bi=xp 1 5 2 £ |
Cy I — e
EE I e o S
‘ 3 ' 3 2 - & : | M
| 3
0 ! 5, 12 | 0 0 T2 1 ‘ g=-8M
| 1 1 0 - ‘1' i L :
5 %5 | 4 | 2 9 e N -M 0
| Some entries in C-row being H_L_H__H——J“__‘ ’ ‘
———— — | -~ ati
r» ( | " . 3 . P Step 8. o pJo st Positive, the current solution i —
z-23 | i incoming variable i entry in Crow is 3 + 30 whieh s - P04
. C=¢-2 o | o o | the incoming variable is x,. The ratio 2 is minimun ., " 1ch lies in
e | . iable is A,. In further simpl, Y i . T ehies
L _ varia . implex tables we w: AyTow, therefore : i
— New key row j + We will not compute the - the outgoing basic
Since all entries in C-row are zero or positive, the current solution is optimg . s Aycolumn. Key element is 1.
ithx =4, 1,=1,s,=0,8 =12 and Min. Z = 23. w *E B =
with x, 2 1 2 Transformation of R,. Key column -] 2T
entryin R is 2,

Example 2. Use penalty (Big-M! method to solve the following LP problem.
. e
&% R~|(I'IE'W! - Rﬂﬂldl =

Maximize Z = x, + 3x, - 2x; 2R,(new)

subject to -x,-2x,-2x,=—6
fec i 2 +J(_2 6-2(2)=2
- X=Xyt X33 1-201)=-1
X, x5 %,20 2-2)=0
Sol. Step 1. The constants on the right hand side of each constraint are negative. There- 2-2-1)=4
fore, multiplying both sides of each constraint by — 1, we get 0-2-1=2
x, +20,+2x,=6 1-2000=1
X+ Xy Xy 22 New simplex table is given below.
Introducing a surplus variable s and two artificial variables A, and A,, we get the stand- Si
ard form of the LP problem as: l implex Table II
Maximize Z =x, + 3x, - 2x; + 0s — MA, - MA, . S TR ! 3 -2 0 -M Ratio
subject to X, + 20, +20,+ A, =6 Solution : , 1
X, +x,—x,—s+A, =2 bi=xy) 2 *2 1y $ A l xglx,
where Xy X5, Xg, 8, A, A3 20 2 -1 0 @ [ 2 1| Eod
. - 2
and M is a large positive number. 2 1 1 1 1 |
: i - | - 0 — |
Step 2. Since we have 2 equations in 6 variables, a solution is obtained by setting l ! |‘ —
?; 2_’:_‘(';";':171?5. equal to zero and solving for the remaining 2 variables. By setting ¥, =% | Z 3+M 3 ‘ -3-4M ‘ -3-2M| -M
3 =8 =0, the initial basic feasible solutionis A, =6, A, =2and Z=-8 M. 2 C=¢,-%|-2-M| 0 1+4M 3+2M| 0
a3 T [

Some entries in C, -row being positive, the current solution is not optimal.
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Step 4. Largest positive entry in C, -row is 1 + 4M which lies in x;- column, Therefore
tep 4. 1 _ . . :
the incoming variable is x;. The ratio — is minimum in A - rot:. ;herelfore, tl:e outgoing basic
e 1 - & P
.able is A,. In further simplex tables, we will not compute the 4,-column. Bey element ; 4,
vari 1
New key row is :
1 1 L
0 1

-2 x 2 4

Transformation of R;. Key column entry in R, is - 1.

R,(new) = Rylold) + 1 R,(new)

1y_
2+ 1(3)=

| o

1+1(-P=

1+10=1
-1+11)=0

by -
141 =-

B3 |

New simplex table is given below.
Simplex Table III

;= i 3 -2 0 Ratio
Solution
ey Basis b(= xp) %y x, X, 8 xgls
1 1
-2 E 2 =y 0 1 @ 1—
5 3 1
3 Xy E I 1 0 —5 —_
13 - 11 _5
Z= 2 Z, i€ 3 -2 2
Li 5
C_, = (‘,‘j - ZJ = E 0 0 2T

One entry in C,-row is positive, the current solution is not optimal.

Step 5. Largest positive entry in Cj-mw is g which lies in s-column. Therefore, the

incoming variable is s. Outgoing basic variable is x,. Key element is El

New key row is

A\ ¥

LINEAR PROGRAMMING

Transformation of R, Key

olu A
L mn t‘ntry in R.‘, T ,E
R, (new) = R, (olq) ,, 1 R |_H_-____-__h‘iz'
—— 2 Nyuew)

1
273M=3
|-3

5 —

" |
+

[ -
—
|

e

2xlbe
]

=

—
+

+

B 89 = B e
e B
" i
— —

]
MNl—= =2
+

—
"
=]

New simplex tabmm__ e

Simplex Table TV
| —
| e | @
| Solution -2 0 Ratic
| 1 I |
—t— 1 " | B | ox &
’V 0 E 1 1 '. S
3 | ’
3 £ 1
z' 9

- 3 . . J
Since all entries in Cj-mw are negative or zero, the optimal solution has been arrived at

will'lxl=0,:|:2=3,x3=0andMax.Z=9‘

= EXERCISE 7.6

Solve the following LP problems using Big-M method.
L. Minimize Z =8« +12y
subject to 24221
x+3y 22
x,yz0

2. Minimize z=51.|.8y
suhjeCt to X+y= 5
x54
y22
z,y20
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3. Minimize Z=2x,+% ax, + 1, =3
subject to 4x, + 3x, 2 6
xl+2x253
X, %20
4. Minimize 2 =3x+6y —x+ysh6
subject to x+yz10
x,yEU
5. Maximize Z=2x+y <6
subject to g
.*x+y24
xy20
6. Maximize Z=-3zx+2y
subject to £mree
..x+y=4
x26
x,y=0
1. Maximize Z=3I+2_'D" «
subject to 5 A
x+2vy=2
x, ¥y20.
8. Maximize Z=3x+4y
subject to e e
5x + 2y = 36
Tx +4dy 2 14
x,yz0.

9. Minimize
subject to

10. Minimize
subject to

11. Minimize
subject to

12. Maximize
subject to

13. Maximize
subject to

Z=5x1+4.1'2+313
xl+x2+x32100

2:141"2250
x,l,:r.‘tszo.
Z=.‘rl—-12—3al'_-|
.t]+212+13=4
“2"“3'_‘1
x, +x,<6
;pxz,xsz()‘
Z=x; +2x,+ x4
xi—xz-xsi—l
6:1+3x2+213w 12
X, X X320
=2, +x,—xy
.r]+2.l:‘2+1355
-xl+xz+3321
Xy, Xg, %320
Z=3x -2x, + x4
X+ Xy +x 51
X -x+x;22
X, —X,—x,5-86
Xy, Xy Xy 0.

LINEAR PROGRAMMING

y4. *Maximize Z=3x+ 2x, + 3y,
subject to "

h2t1‘121,1_’52
' ‘“h"fzxs-*ﬂ
15. Mmlumme Z=xl+2x2*313‘—x‘ Fox,x, aq
subject to

"l*il!ﬁ:ir:lalﬁ

Exltx +5
Bk, oz,
! 2“:-1'):‘:]0
xl'ri"r:s‘x.l.‘ﬂ.

" Answerg
1. r:().y:s;Min,Z:S

3 6
3. x]=5.12=g;Min_Z:-152_

2.x= Jy=2 Min.Z=3

5. x=1y=5Max.Z=7 =10y =0.Min 730
2 2 ; B.x=6 v
7. No optimal solution ( i i +¥ =10 Max. 7 = 2
g spesbrsin w:‘;l‘::;:e::; l:;ntl;;lex table II, all entries i:xcz.rn: :
the basis). - But an artificia) variable with nirr: ::gau\-;e P
: ~ZEro value exasts in
8. x=4y=8Max. Z=44
9.%,=25,x,=0,x, = 75; Min. Z = 350
10. 1-]=3,.\‘.2 =0.x3= LMinZ=0

5
1].11=I,x‘=0|13 =%,Mm2:

L]

. =l %= x.=0: =
12. «x, Xa x3=0;Max. Z =4 13. No optimal solution

14. :I7:=‘.-:'rx2=2-"::!2U:Mm“z:4 15.x, = 2
. 3—I!=x&=§lx‘:{);MBI Z2=15

7.15. DUALITY CONCEPT

With every linear programmin, i
. g problem, there exists another linear Ogrammi
. a pr m
1;:; |:i¢.lrlei:11 ;;s nil;:.ilosl:nc;;very LPIP can bg analysed in two different ways without any a:indf:?;z:}
r informs 3 example, profit maximization preblem can be seen a
:ﬁzt mlqlmlzatlon land cost minimization problem can be viewed as a problem Zrar:m;
: t:;ﬁaency of using aviulable resources. The original problem is called primal and the asso-
cia pro?)lem is called its dual. In general, either problem can be considered as primal and
the other its dual.

_7_'-1_6. FORMULATION OF A DUAL PROBLEM

Suppose the primal LP problem is in the form
‘ Maximize Z = €4y + Cglig + vwssmrenees + €, Xy
subject to the constraints

+a, x, <
@) Xy + Ay Xy + e F 0 Xy f,]‘
QgyXy + Ggy Xy + ccomne O3y Xy <b,
e Sl TR I T
and a, %+ na ¥y m;.;) "
Xy, Xgy corwnessseeees X

r
P
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The corresponding dual proble
Minimize Z*= byt by, * e

subject to the constramnts
a,, ¥ + gy b2 P ena

O s | 8

+ g ¥, 20y
“:2-"1 + ";:2-}".'; o 0.,":.),.., 2

Ve ¥ o coiemmnns ymzfj

teristies of the primal and the dual problem can be stated as follows:
ization problem in the primal becomes the minimization problem i, s

and ¥
The charac
(/) The maxim

dual and vice versa.

(if) The < type constraints in the primal become 2 type constraints in the dual ang Vit

*r&a. .
i (iii) The co-efficients ¢, € ... €4 _in the objective func}mn of the primal become the
constants b, b, ... b, in the constraints of the dual and vice versa.

(iv) If the primal has n variables and m constraints, then the dual hlas m variables and
constraints. Thus the body matrix of dual is the transpose of body matrix of primal and 1¢

1ersa. .
() A new set of variables appear in the dual.

(¢) The variables in both the primal and the dual are non-negative.
(vii) The dual of the dual problem is the original primal problem itself.

ILLUSTRATIVE EXAMPLES

Examples 1, Obtain the dual of
Maximize Z=5x,+3x,

subject to X, tay <2

5x, +2x,< 10
3x, +8x,512
X, x,20
Sol. (/) Primal 1s of maximization type
Dual will be of ‘'minimization type.
(i) Primal has 2 vanables x,, x, and 3 constraints,
Dual will have 3 variables y,. y,, y, and 2 constraints.
(i21) Primal has < constraints.
Dual will have > constraints.
() Primalhas¢, =5, ¢, = 3and b, =2, b, = 10, b, = 12
Dual will have ¢, =2 ¢, = 10, ¢, = 12 and b, =5.b,=3
1 1]
The body matrix in the primal is | 5 2J
3 8

(M.D.U. Dec. 2011)
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The body matrix in the g, will be =

Thus the dual is
Minimize Z* = 2y, + 103'2 + 123'3

subject to
Y1+5y,+3y 5
y1+2y2+8y’23
and .
1t y2’y3 20
7.17. DUALITY PRINCIPLE

— e e

If either the primal or the dug]

i problem has a T
problem and the optimal value of the primal's objmi:enf?,::?;n’?:ﬁ:“ e :am P
same as that of its dual.

Example 2. Solve the duyal
proble X
Moximize Z = 205, + 30r, ™ of the following LPP and hence find Max. Z:

subject to

3x )+ 3‘(2, <36
5x; + 2x, <50
2%, + 6x, < 60

Xpx,2 0.
Sol. The dual of the above LPP is:
Minimize Z* = 36y, + 50y, + 60y,
subject to 3y, + Sy, + 2y, 220

3y, + 2y, + 5y, 230

. . Y ¥y ¥320

Solving this problem by simplex method, it can be verified that the final simplex table

is:
o= (36 | 50 | e i P 0 % &
Solution |
(‘3 Basis b= yn’ Y ¥Ya ¥y 5, s, Ai -‘t:
T —— i
13 | 1 | j T (R | i ]
36 Yy b 1 E 0 -5 6- | 2 - é ||
] 3 1 1 1 1
60 = = = | == | ==]| <
- 2 . s | ! 3 o i [
z+ ' ‘ I
=330 z* 36 33 60 | -3 -9 ‘ 3 (9 |
C=c-2*| 0 | I o | 3 9 [M-3[M-9

The optimal solution to the dual problem is

5 ’
¥, =53=0%=3 and Min. Z* = 330

By duality principle = Max Z = Min. 2* = 330.
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7.18. DUAL SIMPLEX METHOD —
ST he regular simplex method which has are,

Dol oy s
v;ﬁ::g;l:&- In the dual simplex method, we ﬁrst deter'm:;:dt :’h‘;“:s:::fev;n;:]e and the, tll?:
incoming variable whereas in the regular i e timal solution and s reguls,
simplex.met.hod starts with a basic feasible _but n;n:‘op'nfeasible but onti _“i‘?l‘ks towargg
optimality, the dual simplex method starts with a basic 1 pumal solutjg, ang

works towards feasibility.

ctive function is to be maximized or minimizeq, If th
aximization form. &

Setp 1: Check whether the obje n 1
objective function 1s to be minimized, then conver? it into m on
Setp 2: Convert > type constraints, if any, into < type by multiplying such cong —

by - 1. : :
Step 8: Express all constraints as equations by adding slack variables, one for each

constraint.

Step 4: Find the initial basic solution and express this information in the form of
table as in regular simplex method.

Step 5: Compute C, =¢, - Z, . :

(a) If all C! <0 and all b, 2 0, then the solution found above is the optimal basic feasible

solution.

(6) If all C, < 0 and at least one b, < 0, then go to the next step.

(c) If any CJ > 0, the method fails.

Step 6: Selection of key row and the outgoing variable

Select the row containing the most negative b.. This row is the key row and the basic

variable heading the key row is the outgoing variable.

Step 7: Selection of key column and the incoming variable

(a) If all elements in the key row are > 0, then the problem does not have feasible solu-
tion.

(b) If at least one element in the key row is negative, find the ratios of the correspo_nding
elements of C-row to these elements. Ignore the ratios associated with positive or
zero elements of the key row. Choose the smallest of these ratios. The correspond}ﬂg
column is the key column and the variable heading the key column is the incoming
variable.

Step 8: Mark the key element and make it unity. Perform row operations as in the

regular simplex method and repeat iterations until either an optimal feasible solution is at-
tained or there is an indication of non-existence of a feasible solution.

e
—

ILLUSTRATIVE EXAMPLES

Example 1. Using dual simplex method
Maximize Z = - 3x, - x,
subject to x, + x,21, 2, + 3x,2 2, x, x, 20

(M.D.U. Dec. 2008, Dec., 2009;K.U.K. Dec. 2009, Dec. 2010/
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the LP P {akes
subjectm—xj-xzs_l,__le*ax | akes the form
Step 3. Introducing slack variables : <
form 1s: !
Maximize Z=—-3y
subjectto —x, -x,+5 =_| ‘
~ 2, -3, 45,=-2
X, X, S & 20
Step 4. The initial basic solution js given by

nL=x=0 = - 1
1 2 1S;| 1,52

T
» 8, lon
AR ach conit ik B problitasdintass

Xy +0s +0s,

=-ZatwhichZ=0

Dual Simplex Table |
e o ————
o ———
) < ~d o= [ f 0
Cy Basis Solution ’ﬁ__ 4___ T
| | biluxy) ey I § I s |
—_— | & i | 2
0 8, -1 TSN - e aa =
& -2 -2 € | o 1
<t/ J
Z=0 E; 0 0 [ 0 0
| G=¢-2 -3 -1 | 0 | o

Step 5. Since all C, <0 and all b, < 0, the initial solution is optimal but infeasible. So we
proceed further.

Step 6. The most negative b, (i.e., the b, which is negative and numerically largest) is
b, = -2, the second row is the key row and S, is the outgoing variable.

Step 7. The key row has negative entries. The ratios of the elements in C -row to the
corresponding negative elements of the key row (neglecting ratios corresponding to positive or
zero elements of key row) are

Smallest ratio is -31- The x,-column is the key column and x, is the incoming

e ed. Drop the outgoi riable s, from
is - 3, shown cirel rop the outgoing va s, fron
s 5 x,. The new basis contans s, x, as the basic

the basis and introduce the incoming variable x, St ARG

rriale The coreffcint o, n e Ui B L T
column co: nding to the new basic variable x, W ST &y it unity
in the circlo is not 1, divide all elements o the key row by th;keieilif;:“‘ LR T
and make all other elements in the key column zero. Thus the ke)
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0] 5 - 2 -2 -3 0 1
- is replaced by the new key row
. 2 2 1 0 4
-1 X, 7y 3 _ P 3
Now we make all other elements of the key column (Z.e., Xy ]

! <
Transformation of R,. Key column entry 10 R, is

3 "R, (new) = R, (old) - (- DR, (new)
: 2y 1
{ - 112 | = —=
| e \3J 3
2 1
[ _“1[5]"3
-1+1(1)=0
1+1(0)=1
1 1
1f-_J=__
R 3

The above information is summarized in the following table:
Dual Simplex Table 11

¢ -3 -1 0 0
Cy Basis Solution =t =l
- b(=IB} x, l Xy 5, 8y
1 1 1 —
! | o s = = 0 1 AR
| ’ . . s
2 -
e | 3 1 0 -
{ | |
2 | -1 0 L
Z=-= Z o :
( 4 ‘ : , 3
: .
I ‘ Ci=¢-%, "3 0 0 3
|

Step 9. Test for optimality. Here all C,<0but b, = - 51 < 0, the current solution is not

optimal. Therefore, an improvement in the value of Z is possible and we repeat steps 6 to 8.

The first row is the key row and s, is the outgoing variable. The ratios of the elements i?
C,-row to the corresponding negative elements of the key row are

F 4
S T
W e
3 3

LINEAR PROGRAMMING
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The smallest ratio is 1, therefore <7
e ' ™

is the key col
4 _ The key element js - 1 : umn and g,
variable S =3 shown cirgleq. Drop s 2

i i i ) and in
contains sy, X, 88 the basic variables. Dividing aj) - troduce s,. The new basis
n

15 the incoming

ts of ¢
gt Ty he key row by the key element
0 s 1
1 0 -3 1
fo tio i
Transformation of R, Key column eéntry in R, is - 1
S N . 3
R, ( = 2 o
5 nelj R, (old) - i. 3J R, (new)
2.1 e
—+=(=1
3 3 s
2
—+=(D=1
3 3 :
1+ L=
3
0+=(-8)=-1
3 )
T I |
—=+=(=0
3 3 :
The above information is summarized in the following table:
Dual Simp]u Table ITT
- R
C} I = | -1 0 | 0
c, Basis Solution | ' |
b(=zy x, x, | 5 55
0 s, 1 | 1 : L f ] ;
-1 Xa 1 | > : ‘ = D
Zu=]] Z; -1 o ‘ : :
- - - | 2 l 0
C‘l-“('} ZJ 2 1 0 L __| SIS

Here all C. < 0 and all b, > 0, the optimal feasible solution has been attained. Thus the
optimal feasible Solution is
x,=0,x,= 1, Max. Z=-1.
Example 2. Using dual simplex method,
Minimize Z = x, + 2x, + 3x,

subject to 2, -x,+x,24 .
x,+xs+21358
xg-x322
: 1 x5 X3 2 0.
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Sol.

Step e

by using the relationship

: Min. Z = — Max. Z*, where 7* = - Z, we have
2% = —x, — 2%, — 3xg

Ics

1. The problem is that of minimization. Converting it into maximization Problen,

Maximize
subject to 2x; — X, + ¥ =4
Xy Xy 20y S 8
Xo=Xg2 2
X, Xg Xy =0 ) .
Step 2. Converting = type constraints into
Maximize Z* = - x, — 2x, - 3x,
subject to — 2x¢; +x, X3 S —4
X, +x, + 205 = 8
—X, + Xy S— 2

< type, the L.P.P. takes the form

Xy Xgy Xg 2 0
Step 3. Introducing slack variables s,, 8, S5,
Maximize Z* = — x, — 2x, — 3x3 + 0s) + Os, + Osy
subjectto —2x, +x,— Xy +8, =—4
+xy+ 2+ 5y = 8
—X, ¥ Xy + 8y =—2

the problem in standard form is:

]
Xy, Xy Xy, 14 83, S =0
Step 4. The initial basic solution is given by
.t,=x2=.1'3=0,31=—4,32=8,sﬂ=—2

at which Z* = 0
Dual Simplex Table I

' c,— -1 =32 = 0 0 0

0y Basis | Solution
| | bi=xy x; X, X, 8, 8y 55
0 s, | -4 @ 1 -1 1 0 0
0 5 | 8 1 1 2 0 1 0
o ! s | -2 0 =1 1 0 0 1
Z*=0 Zr 0 0 0 0 0 0

G=g-2*| -1 | -2 | -3 0 0 g

Step 5. Since all C, < 0 and at least one b, < 0, the initial solution is optimal but infeasi-
ble. So we proceed further.

Step 6. The most negative b, is b, = — 4, the first row is the key row and s, is the outgoing
variable.

Step 7. The key row has negative entries. The ratios of the elements in C,-row to the
corresponding negative elements of the key row are

» Q.
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Smallest ratio is 3 The %, -colump 4 " 429
S the key
Y coly g
S‘-‘:-‘P & The key element s - 2 gh . - %y 15 the incom; i
pasic variables. Since the key element | OWn circled. y,, oo ng vanable.
— 2 to make i i “LIBnot 1, givid €W basig o
element © 1t unity. Thus, the new ke dw]de, all elemeny :;;t::tmnh *1: 85, 4, as the
1 et © key row by the key
2 2 1 1 :
- 1 1
Now we make all other elements of the k : 4 2 d 0
Transformation of R,. Key colum ey column zepq.

N entry | ;
. (mew) — R entry in R, jg 1,
— “yaawialk o) =7 R, fne\;rL——l —

8-12=6, 1-1().p, 1~1”'___l'|_-

2-—1[_1]-._‘3 0 A
" 2% 1 [y I
2) 2 { 2‘J‘§< 1-1(0)=1

0-1(0)=0
Transformation of R,. Key comnﬁ.‘}._in—lﬂs—ﬁ— —
3 R, (new) = R, (old) bt

The above information is summarized in the following table-

Dual Simplex Table IT
| C = j—-__'—"——-_,_
| J -2 = T — e e D
Cy Basis Solution 3 a 0 0
b= il i ] ]
I xp/ X 2, 5 | & = ==
-1 x, 2 1 B l i 1 [ — l_ +—
l I 3 0 0
o sy 6 0 3 3 1 l
0 9 . 2 s
3 -’ d =, : 9 0 1
H==d Z* = 1 1 1
2 L 2 ! "3 7 | 0 0
o - 8 | 5 1 ‘
C:_CJ'Z.-‘ 0 ) 3 | "3 [} ‘ 0

Step 9. Here all C, < 0 but b, = - 2 <0, the current solution is not optimal. So we repeat
Steps 6 to 8, %
; The third row is the key row and s, is the outgoing variable. The ratios of the elements
n C,-row to the corresponding negative elements of the key row are

S——e A 2 i 0 2 ) 2 4







